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Foreword

The following notes cover the content of the course “Invariances in Physique and Group

Theory” given in the fall 2013. Additional lectures were given during the week of “prérentrée”

on the SO(3), SU(2), SL(2,C) groups, see below Chap. 0.

Chapters 1 to 5 also contain, in sections in smaller characters and Appendices, additional

details that are not treated in the oral course.

General bibliography

• [BC] N.N. Bogolioubov et D.V. Chirkov, Introduction à la théorie quantique des champs,
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Chapter 0

Some basic elements on the groups

SO(3), SU(2) and SL(2,C)

0.1 Rotations of R3, the groups SO(3) and SU(2)

0.1.1 The group SO(3), a 3-parameter group

Let us consider the rotation group in three-dimensional Euclidean space. These rotations leave

invariant the squared norm of any vector OM, OM2 = x2
1 + x2

2 + x2
3 = x2 + y2 + z2 1 and

preserve orientation. They are represented in an orthonormal bases by 3 × 3 orthogonal real

matrices, of determinant 1 : they form the “special orthogonal” group SO(3).

Olinde Rodrigues formula

Any rotation of SO(3) is a rotation by some angle ψ around an axis colinear to a unit vector

n, and the rotations associated with (n, ψ) and (−n,−ψ) are identical. We denote Rn(ψ)

this rotation. In a very explicit way, one writes x = x‖ + x⊥ = (x.n)n + (x − (x.n)n) and

x′ = x‖ + cosψ x⊥ + sinψ n× x⊥, whence Rodrigues formula

x′ = Rn(ψ)x = cosψ x + (1− cosψ)(x.n) n + sinψ (n× x) . (0.1)

As any unit vector n in R3 depends on two parameters, for example the angle θ it makes with

the Oz axis and the angle φ of its projection in the Ox,Oy plane with the Ox axis (see Fig. 1)

an element of SO(3) is parametrized by 3 continuous variables. One takes

0 ≤ θ ≤ π, 0 ≤ φ < 2π, 0 ≤ ψ ≤ π . (0.2)

But there remains an innocent-looking redundancy, Rn(π) = R−n(π), the consequences of which

we see later . . .

1In this chapter, we use alternately the notations (x, y, z) or (x1, x2, x3) to denote coordinates in an or-

thonormal frame.
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2 Chap.0. Some basic elements on the groups SO(3), SU(2) and SL(2,C)

SO(3) is thus a dimension 3 manifold. For the rotation of axis n colinear to the Oz axis,

we have the matrix

Rz(ψ) =

cosψ − sinψ 0

sinψ cosψ 0

0 0 1

 (0.3)

whereas around the Ox and Oy axes

Rx(ψ) =

1 0 0

0 cosψ − sinψ

0 sinψ cosψ

 Ry(ψ) =

 cosψ 0 sinψ

0 1 0

− sinψ 0 cosψ

 . (0.4)

Conjugation of Rn(ψ) by another rotation

A relation that we are going to use frequently reads

RRn(ψ)R−1 = Rn′(ψ) (0.5)

where n′ is the transform of n by rotation R, n′ = Rn (check it!). Conversely any rotation

of angle ψ around a vector n′ can be cast under the form (0.5) : we’ll say later that the

“conjugation classes” of the group SO(3) are characterized by the angle ψ.

q

y

x

n

e

Fig. 1

z

v      (   ) y

Z=    (   )z =R  u
Y=    (   )ua =R  Z

y

z

x

_

a

`

Fig. 2
 =R  z _

`

Euler angles

Another description makes use of Euler angles : given an orthonormal frame (Ox,Oy,Oz),

any rotation around O that maps it onto another frame (OX,OY,OZ) may be regarded as

resulting from the composition of a rotation of angle α around Oz, which brings the frame onto

(Ou,Ov,Oz), followed by a rotation of angle β around Ov bringing it on (Ou′, Ov,OZ), and

lastly, by a rotation of angle γ around OZ bringing the frame onto (OX,OY,OZ), (see Fig.

2). One thus takes 0 ≤ α < 2π, 0 ≤ β ≤ π, 0 ≤ γ < 2π and one writes

R(α, β, γ) = RZ(γ)Rv(β)Rz(α) (0.6)

but according to (0.5)

RZ(γ) = Rv(β)Rz(γ)R−1
v (β) Rv(β) = Rz(α)Ry(β)R−1

z (α)
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0.1. Rotations of R3, the groups SO(3) and SU(2) 3

thus, by inserting into (0.6)

R(α, β, γ) = Rz(α)Ry(β)Rz(γ) . (0.7)

where one used the fact that Rz(α)Rz(γ)R−1
z (α) = Rz(γ) since rotations around a given axis

commute (they form an abelian subgroup, isomorphic to SO(2)).
Exercise : using (0.5), write the expression of a matrix R which maps the unit vector z colinear to Oz to

the unit vector n, in terms of Rz(φ) and Ry(θ) ; then write the expression of Rn(ψ) in terms of Ry and Rz.

Write the explicit expression of that matrix and of (0.7) and deduce the relations between θ, φ, ψ and Euler

angles. (See also below, equ. (0.66).)

0.1.2 From SO(3) to SU(2)

Consider another parametrization of rotations. To the rotation Rn(ψ), we associate the unitary

4-vector u : (u0 = cos ψ
2
,u = n sin ψ

2
); we have u2 = u2

0 + u2 = 1, and u belongs to the unit

sphere S3 in the space R4. Changing the determination of ψ by an odd multiple of 2π changes

u into −u. There is thus a bijection between Rn(ψ) and the pair (u,−u), i.e. between SO(3)

and S3/Z2, the sphere in which diametrically opposed points are identified. We shall say that

the sphere S3 is a “covering group” of SO(3). In which sense is this sphere a group? To answer

that question, introduce Pauli matrices σi, i = 1, 2, 3.

σ1 =

(
0 1

1 0

)
σ2 =

(
0 −i
i 0

)
σ3 =

(
1 0

0 −1

)
. (0.8)

Together with the identity matrix I, they form a basis of the vector space of 2 × 2 Hermitian

matrices. They satisfy the identity

σiσj = δijI + iεijkσk , (0.9)

with εijk the completely antisymmetric tensor, ε123 = +1, εijk = the signature of permutation

(ijk).

From u a real unit 4-vector unitary (i.e. a point of S3), we form the matrix

U = u0I− iu.σσσ (0.10)

which is unitary and of determinant 1 (check it and also show the converse: any unimodular

(= of determinant 1) unitary 2× 2 matrix is of the form (0.10), with u2 = 1). These matrices

form the special unitary group SU(2) which is thus isomorphic to S3. By a power expansion of

the exponential and making use of (n.σσσ)2 = I, a consequence of (0.9), one may verify that

e−i
ψ
2
n.σσσ = cos

ψ

2
− i sin

ψ

2
n.σσσ . (0.11)

It is then suggested that the multiplication of matrices

Un(ψ) = e−i
ψ
2
n.σσσ = cos

ψ

2
− i sin

ψ

2
n.σσσ, 0 ≤ ψ ≤ 2π, n ∈ S2 (0.12)
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4 Chap.0. Some basic elements on the groups SO(3), SU(2) and SL(2,C)

gives the desired group law in S3. Let us show indeed that to a matrix of SU(2) one may

associate a rotation of SO(3) and that to the product of two matrices of SU(2) corresponds the

product of the SO(3) rotations (this is the homomorphism property). To the point x of R3 of

coordinates x1, x2, x3, we associate the Hermitian matrix

X = x.σσσ =

(
x3 x1 − ix2

x1 + ix2 −x3

)
, (0.13)

with conversely xi = 1
2
tr (Xσi), and we let SU(2) act on that matrix according to

X 7→ X ′ = UXU † , (0.14)

which defines a linear transform x 7→ x′ = T x. One readily computes that

detX = −(x2
1 + x2

2 + x2
3) (0.15)

and as detX = detX ′, the linear transform x 7→ x′ = T x is an isometry, hence det T = 1

or −1. To convince oneself that this is indeed a rotation, i.e. that the transformation has a

determinant 1, it suffices to compute that determinant for U = I where T = the identity, hence

det T = 1, and then to invoke the connexity of the manifold SU(2)(∼= S3) to conclude that the

continuous function det T (U) cannot jump to the value −1. In fact, using identity (0.9), the

explicit calculation of X ′ leads, after some algebra, to

X ′ = (cos
ψ

2
− in.σσσ sin

ψ

2
)X(cos

ψ

2
+ in.σσσ sin

ψ

2
)

=
(

cosψ x + (1− cosψ)(x.n) n + sinψ (n× x)
)
.σσσ (0.16)

which is nothing else than the Rodrigues formula (0.1). We thus conclude that the transfor-

mation x 7→ x′ performed by the matrices of SU(2) in (0.14) is indeed the rotation of angle ψ

around n. To the product Un′(ψ
′)Un(ψ) in SU(2) corresponds in SO(3) the composition of the

two rotations Rn′(ψ
′)Rn(ψ) of SO(3). There is thus a “homomorphism” of the group SU(2)

into SO(3). This homomorphism maps the two matrices U and −U onto one and the same

rotation of SO(3).

Let us summarize what we have learnt in this section. The group SU(2) is a covering group

(of order 2) of the group SO(3) (the precise topological meaning of which will be given in Chap.

1), and the 2-to-1 homomorphism from SU(2) to SO(3) is given by equations (0.12)-(0.14).

Exercise : prove that any matrix of SU(2) may be written as

(
a −b
b∗ a∗

)
with |a|2 + |b|2 = 1. What is the

connection with (0.10) ?

0.2 Infinitesimal generators. The su(2) Lie algebra

[La discussion qui suit va illustrer dans le cas présent le fait que les algebra s of Lie d’un group and of son

recouvrement universel sont isomorphes. ]
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0.2. Infinitesimal generators. The su(2) Lie algebra 5

0.2.1 Infinitesimal generators of SO(3)

Rotations Rn(ψ) around a given axis n form a one-parameter subgroup, isomorphic to SO(2). In

this chapter, we follow the common use (among physicists) and write the infinitesimal generators

of rotations as Hermitian operators J = J†. Thus

Rn(dψ) = (I − idψJn) (0.17)

where Jn is the “generator” of these rotations, a Hermitian 3 × 3 matrix. Let us first show

that we may reconstruct the finite rotations from these infinitesimal generators. By the group

property,

Rn(ψ + dψ) = Rn(dψ)Rn(ψ) = (I − idψJn)Rn(ψ) , (0.18)

or equivalently
∂Rn(ψ)

∂ψ
= −iJnRn(ψ) (0.19)

which, on account of Rn(0) = I, may be integrated into

Rn(ψ) = e−iψJn . (0.20)

To be more explicit, introduce the three basic J1, J2 and J3 describing the infinitesimal

rotations around the corresponding axes2. From the infinitesimal version of (0.3) it follows that

J1 =

0 0 0

0 0 −i
0 i 0

 J2 =

 0 0 i

0 0 0

−i 0 0

 J3 =

0 −i 0

i 0 0

0 0 0

 (0.21)

which may be expressed by a unique formula

(Jk)ij = −iεijk (0.22)

with the completely antisymmetric tensor εijk.

We now show that matrices (0.21) form a basis of infinitesimal generators and that Jn is

simply expressed as

Jn =
∑
k

Jknk (0.23)

which allows us to rewrite (0.20) in the form

Rn(ψ) = e−iψ
∑
k nkJk . (0.24)

The expression (0.23) follows simply from the infinitesimal form of Rodrigues formula, Rn(dψ) =

(I + dψ n×) hence −iJn = n× or alternatively −i(Jn)ij = εikjnk = nk(−iJk)ij, q.e.d. (Here

and in the following, we make use of the convention of summation over repeated indices:

εikjnk ≡
∑

k εikjnk, etc.)

2Do not confuse Jn labelled the unit vector n with Jk, k-th component of J. The relation between the two

will be explained shortly.
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6 Chap.0. Some basic elements on the groups SO(3), SU(2) and SL(2,C)

A comment about (0.24): it is obviously wrong to write in general Rn(ψ) = e−iψ
∑
k nkJk

?
=∏3

k=1 e
−iψnkJk because of the non commutativity of the J ’s. On the other hand, formula (0.7)

shows that any rotation of SO(3) may be written under the form

R(α, β, γ) = e−iαJ3e−iβJ2e−iγJ3 . (0.25)

The three matrices Ji, i = 1, 2, 3 satisfy the very important commutation relations

[Ji, Jj] = iεijkJk (0.26)

which follow from the identity (Jacobi) verified by the tensor ε

εiabεbjc + εicbεbaj + εijbεbca = 0 . (0.27)

Exercise: note the structure of this identity (i is fixed, b summed over, cyclic permutation over

the three others) and check that it implies (0.26).
In view of the importance of relations (0.23–0.26), it may be useful to recover them by another route. Note

first that equation (0.5) implies that for any R

Re−iψJnR−1 = e−iψRJnR
−1

= e−iψJn′ (0.28)

with n′ = Rn, whence

RJnR
−1 = Jn′ . (0.29)

The tensor εijk is invariant under rotations

εlmnRilRjmRkn = εijk detR = εijk (0.30)

since the matrix R is of determinant 1. That matrix being also orthogonal, one may push one R to the

right-hand side

εlmnRjmRkn = εijkRil (0.31)

which thanks to (0.22) expresses that

Rjm(Jl)mnR−1
nk = (Ji)jkRil (0.32)

i.e. for any R and its matrix R,

RJlR
−1 = JiRil . (0.33)

[ce qui exprime que l’opérateur Jl se transforme comme un vecteur. . . ] Let R be a rotation which maps the

unit vector z colinear to Oz on the vector n, thus nk = Rk3 and

Jn
(0.29)

= RJ3R
−1 (0.33)

= JkRk3 = Jknk , (0.34)

which is just (0.23). Note that equations (0.33) and (0.34) are compatible with (0.29)

Jn′
(0.29)

= RJnR
−1 (0.34)

= RJknkR
−1 (0.33)

= JlRlknk = Jln
′
l .

[La forme (0.20) nous permet aussi of prouver l’assertion faite plus haut que le group SO(3) est engendré

par un voisinage of l’identité. En effet on peut écrire tout R comme R =
(

exp−i ψN Jn
)N

, i.e. comme produit

d’elements arbitrairement proches of l’identité pour N assez grand. ]

As we shall see later in a more systematic way, the commutation relation (0.26) of infinitesimal generators

J encodes an infinitesimal version of the group law. Consider for example a rotation of infinitesimal angle dψ

around Oy acting on J1

R2(dψ)J1R
−1
2 (dψ)

(0.33)
= Jk[R2(dψ)]k1 (0.35)

but to first order, R2(dψ) = I− idψJ2, and thus the left hand side of (0.35) equals J1− idψ[J2, J1] while on the

right hand side, [R2(dψ)]k1 = δk1 − idψ(J2)k1 = δk1 − dψδk3 by (0.22), whence i[J1, J2] = −J3, which is one of

the relations (0.26).

J.-B. Z M2 ICFP/Physique Théorique 2012 October 7, 2015



0.2. Infinitesimal generators. The su(2) Lie algebra 7

0.2.2 Infinitesimal generators of SU(2)

Let us examine now things from the point of view of SU(2). Any unitary matrix U (here 2× 2)

may be diagonalized by a unitary change of basis U = V exp{i diag (λk)}V †, V unitary, and

hence written as

U = exp iH =
∞∑
0

(iH)n

n!
(0.36)

with H Hermitian, H = V diag (λk)V
†. The sum converges (for the norm ||M ||2 = trMM †).

The unimodularity condition 1 = detU = exp itrH is ensured if trH = 0. The set of such

Hermitian traceless matrices forms a vector space V of dimension 3 over R, with a basis given

by the three Pauli matrices

H =
3∑

k=1

ηk
σk
2
, (0.37)

which may be inserted back into (0.36). (In fact we already observed that any unitary 2 × 2

matrix may be written in the form (0.11)). Comparing that form with (0.24), or else comparing

its infinitesimal version Un(dψ) = (I − i dψn.σσσ
2

) with (0.17), we see that matrices 1
2
σj play in

SU(2) the role played by infinitesimal generators Jj in SO(3). But these matrices 1
2
σ. verify

the same commutation relations [σi
2
,
σj
2

]
= iεijk

σk
2

(0.38)

with the same structure constants εijk as in (0.26). In other words, we have just discovered that

infinitesimal generators Ji (eq. (0.21) of SO(3) and 1
2
σi of SU(2) satisfy the same commutation

relations (we shall say later that they are the bases of two different representations of the same

Lie algebra su(2) = so(3)). This has the consequence that calculations carried out with the 1
2
~σ

and making only use of commutation relations are also valid with the ~J , and vice versa. For

instance, from (0.33), for example R2(β)JkR
−1
2 (β) = JlRy(β)lk, it follows immediately, with no

further calculation, that for Pauli matrices, we have

e−i
β
2
σ2σke

iβ
2
σ2 = σlRy(β)lk (0.39)

where the matrix elements Ry are read off (0.4). Indeed there is a general identity stating that

eABe−A = B +
∑∞

n=1
1
n!

[A[A, [· · · , [A,B] · · · ]]]︸ ︷︷ ︸
n commutators

, see Chap. 1, eq. (1.29), and that computation

thus involves only commutators. On the other hand, the relation

σiσj = δij + iεijkσk

(which does not involve only commutators) is specific to the dimension 2 representation of the

su(2) algebra.

0.2.3 Lie algebra su(2)

Let us recapitulate: we have just introduced the commutation algebra (or Lie algebra) of

infinitesimal generators of the group SU(2) (or SO(3)), denoted su(2) or so(3). It is defined by
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8 Chap.0. Some basic elements on the groups SO(3), SU(2) and SL(2,C)

relations (0.26), that we write once again

[Ji, Jj] = iεijkJk . (0.26)

We shall also make frequent use of the three combinations

Jz ≡ J3, J+ = J1 + iJ2, J− = J1 − iJ2 . (0.40)

It is then immediate to compute

[J3, J+] = J+

[J3, J−] = −J− (0.41)

[J+, J−] = 2J3 .

One also verifies that the Casimir operator defined as

J2 = J2
1 + J2

2 + J2
3 = J2

3 + J3 + J−J+ (0.42)

commutes with all the J ’s

[J2, J.] = 0 , (0.43)

which means that it is invariant under rotations.

Anticipating a little on the following, we shall be mostly interested in “unitary representa-

tions”, where the generators Ji, i = 1, 2, 3 are Hermitian, hence

J†i = Ji, i = 1, 2, 3 J†± = J∓ . (0.44)

[Montrons en outre que dans les representations of SO(3), les representations unitary of SO(3) sont unimodulaires

( = of determinant 1), and donc que ces generators sont a priori de trace nulle. Cela découle of la simplicité du

group SO(3). Soit D une representation unitary , detD est donc une representation of dimension 1 du groupe,

homomorphisme du group dans le group U(1) puisque |detD| = 1. Son noyau est un sous-group invariant, donc

trivial ; ce ne peut être la seule identité, car tout “commutateur” R1R2R
−1
1 R−1

2 y appartient. C’est donc le

group tout entier, ce qui établit l’unimodularité. Pour le group SU(2), qui n’est pas simple, le même argument

ne peut être appliqué, mais la conclusion demeure, comme on le verra : toutes les representations unitary of

SU(2) sont unimodulaires. [Peut-on trouver un argument simple, a priori, à cet effet ?] ]

Let us finally mention an interpretation of the Ji as differential operators acting on differentiable functions

of coordinates in the space R3. In that space R3, an infinitesimal rotation acting on the vector x changes it into

x′ = Rx = x + δψn× x

hence a scalar function of x, f(x), is changed into f ′(x′) = f(x) or

f ′(x) = f
(
R−1x

)
= f(x− δψn× x)

= (1− δψn.x×∇) f(x) (0.45)

= (1− iδψn.J)f(x) .

We thus identify

J = −ix×∇, Ji = −iεijkxj
∂

∂xk
(0.46)
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0.3. Representations of SU(2) 9

which allows us to compute it in arbitrary coordinates, for example spherical, see Appendix 0. (Compare also

(0.46) with the expression of (orbital) angular momentum in Quantum Mechanics Li = ~
i εijkxj

∂
∂xk

). Exercise:

check that these differential operators do satisfy the commutation relations (0.26).

Among the combinations of J that one may construct, there is one that must play a particular role,

namely the Laplacian on the sphere S2, a second order differential operator which is invariant under changes

of coordinates (see Appendix 0). It is in particular rotation invariant, of degree 2 in the J., this may only be

the Casimir operator J2 (up to a factor). In fact the Laplacian in R3 reads in spherical coordinates

∆3 =
1

r

∂2

∂r2
r − J2

r2

=
1

r

∂2

∂r2
r +

∆sphere S2

r2
. (0.47)

For the sake of simplicity we have restricted this discussion to scalar functions, but one might more generally

consider the transformation of a collection of functions “forming a representation” of SO(3), i.e. transforming

linearly among themselves under the action of that group

A′(x′) = D(R)A(x)

or else

A′(x) = D(R)A
(
R−1x

)
,

for example a vector field transforming as

A′(x) = RA(R−1x) .

What are now the infinitesimal generators for such objects ? Show that they now have two contributions, one

given by (0.46) and the other coming from the infinitesimal form of R; in physical terms, these two contributions

correspond to the orbital and to the intrinsic (spin) angular momenta.

0.3 Representations of SU(2)

0.3.1 Representations of the groups SO(3) and SU(2)

We are familiar with the notions of vectors or tensors in the geometry of the space R3. They

are objects that transform linearly under rotations

Vi 7→ Rii′Vi′ (V ⊗W )ij = ViWj 7→ Rii′Rjj′(V ⊗W )i′j′ = Rii′Rjj′Vi′Wj′ etc.

More generally we call representation of a group G in a vector space E a homomorphism of

G into the group GL(E) of linear transformations of E (see Chap. 2). Thus, as we just

saw, the group SO(3) admits a representation in the space R3 (the vectors V of the above

example), another representation in the space of rank 2 tensors, etc. We now want to build the

general representations of SO(3) and SU(2). For the needs of physics, in particular of quantum

mechanics, we are mostly interested in unitary representations, in which the representation

matrices are unitary. In fact, as we’ll see, it is enough to study the representations of SU(2) to

also get those of SO(3), and even better, it is enough to study the way the group elements close

to the identity are represented, i.e. to find the representations of the infinitesimal generators

of SU(2) (and SO(3)).
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10 Chap.0. Some basic elements on the groups SO(3), SU(2) and SL(2,C)

[Rappelons le résultat of la discussion du chapitre 4. Toute representation (différentiable and unitary ) D

du group SU(2) dans un espace E fournit une representation of son algebra of Lie su(2), and vice versa puisque

SU(2) est simplement connexe. ]

To summarize : to find all the unitary representations of the group SU(2), it is thus sufficient

to find the representations by Hermitian matrices of its Lie algebra su(2), that is, Hermitian

operators satisfying the commutation relations (0.26).

0.3.2 Representations of the algebra su(2)

We now proceed to the classical construction of representations of the algebra su(2). As above,

J± and Jz denote the representatives of infinitesimal generators in a certain representation.

They thus satisfy the commutation relations (0.41) and hermiticity (0.44). Commutation of

operators Jz and J2 ensures that one may find common eigenvectors. The eigenvalues of these

Hermitian operators are real, and moreover, J2 being semi-definite positive, one may always

write its eigenvalues in the form j(j+1), j real non negative (i.e. j ≥ 0), and one thus considers

a common eigenvector |j m 〉

J2|j m 〉 = j(j + 1)|j m 〉
Jz|j m 〉 = m|j m 〉 , (0.48)

with m a real number, a priori arbitrary at this stage. By a small abuse of language, we call

|jm 〉 an “eigenvector of eigenvalues (j,m)”.

(i) Act with J+ and J− = J†+ on |j m 〉. Using the relation J±J∓ = J2− J2
z ± Jz (a consequence

of (0.41)), the squared norm of J±|j m 〉 is computed to be:

〈 j m|J−J+|j m 〉 = (j(j + 1)−m(m+ 1)) 〈 j m|j m 〉
= (j −m)(j +m+ 1)〈 j m|j m 〉 (0.49)

〈 j m|J+J−|j m 〉 = (j(j + 1)−m(m− 1)) 〈 j m|j m 〉
= (j +m)(j −m+ 1)〈 j m|j m 〉 .

These squared norms cannot be negative and thus

(j −m)(j +m+ 1) ≥ 0 : −j − 1 ≤ m ≤ j

(j +m)(j −m+ 1) ≥ 0 : −j ≤ m ≤ j + 1 (0.50)

which implies

− j ≤ m ≤ j . (0.51)

Moreover J+|j m 〉 = 0 iff m = j and J−|j m 〉 = 0 iff m = −j

J+|j j 〉 = 0 J−|j − j 〉 = 0 . (0.52)

(ii) If m 6= j, J+|j m 〉 is non vanishing, hence is an eigenvector of eigenvalues (j,m+1). Indeed

J2J+|j m 〉 = J+J2|j m 〉 = j(j + 1)J+|j m 〉
JzJ+|j m 〉 = J+(Jz + 1)|j m 〉 = (m+ 1)J+|j m 〉 . (0.53)
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Likewise if m 6= −j, J−|j m 〉 is a (non vanishing) eigenvector of eigenvalues (j,m− 1).

(iii) Consider now the sequence of vectors

|j m 〉, J−|j m 〉, J2
−|j m 〉, · · · , J

p
−|j m 〉 · · ·

If non vanishing, they are eigenvectors of Jz of eigenvalues m,m− 1,m− 2, · · · ,m− p · · · . As

the allowed eigenvalues of Jz are bound by (0.51), this sequence must stop after a finite number

of steps. Let p be the integer such that Jp−|j m 〉 6= 0, Jp+1
− |j m 〉 = 0. By (0.52), Jp−|j m 〉 is an

eigenvector of eigenvalues (j,−j) hence m− p = −j, i.e.

(j +m) is a non negative integer . (0.54)

Acting likewise with J+, J
2
+, · · · sur |j m 〉, we are led to the conclusion that

(j −m) is a non negative integer . (0.55)

and thus j and m are simultaneously integers or half-integers. For each value of j

j = 0,
1

2
, 1,

3

2
, 2, · · ·

m may take the 2j + 1 values 3

m = −j,−j + 1, · · · , j − 1, j . (0.56)

Starting from the vector |j m = j 〉, (“highest weight vector”), now chosen of norm 1, we

construct the orthonormal basis |j m 〉 by iterated application of J− and we have

J+|j m 〉 =
√
j(j + 1)−m(m+ 1)|j m+ 1 〉

J−|j m 〉 =
√
j(j + 1)−m(m− 1)|j m− 1 〉 (0.57)

Jz|j m 〉 = m|j m 〉 .

These 2j + 1 vectors form a basis of the “spin j representation” of the su(2) algebra.

In fact this representation of the algebra su(2) extends to a representation of the group

SU(2), as we now show.
Remark. The previous discussion has given a central role to the unitarity of the representation and hence

to the hermiticity of infinitesimal generators, hence to positivity: ||J±|j m 〉||2 ≥ 0 =⇒ −j ≤ m ≤ j, etc, which

allowed us to conclude that the representation is necessarily of finite dimension. Conversely one may insist on

the latter condition, and show that it suffices to ensure the previous conditions on j and m. Starting from

an eigenvector |ψ 〉 of Jz, the sequence Jp+|ψ 〉 yields eigenvectors of Jz of increasing eigenvalue, hence linearly

independent, as long as they do not vanish. If by hypothesis the representation is of finite dimension, this

sequence is finite, and there exists a vector denoted |j 〉 such that J+|j 〉 = 0, Jz|j 〉 = j|j 〉. By the relation

J2 = J−J+ + Jz(Jz + 1), it is also an eigenvector of eigenvalue j(j + 1) of J2. It thus identifies with the highest

weight vector denoted previously |j j 〉, a notation that we thus adopt in the rest of this discussion. Starting

from this vector, the Jp−|j j 〉 form a sequence that must also be finite

∃q Jq−1
− |j j 〉 6= 0 Jq−|j j 〉 = 0 . (0.58)

3In fact, we have just found a necessary condition on the j,m. That all these j give indeed rise to represen-

tations will be verified in the next subsection.
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12 Chap.0. Some basic elements on the groups SO(3), SU(2) and SL(2,C)

One easily shows by induction that

J+J
q
−|j j 〉 = [J+, J

q
−]|j j 〉 = q(2j + 1− q)Jq−1

− |j j 〉 = 0 (0.59)

hence q = 2j + 1. The number j is thus integer or half-integer, the vectors of the representation built in that

way are eigenvectors of J2 of eigenvalue j(j+ 1) and of Jz of eigenvalue m satisfying (0.56). We have recovered

all the previous results. In this form, the construction of these “highest weight representations” generalizes to

other Lie algebras, (even of infinite dimension, such as the Virasoro algebra, see Chap. 1, § 1.3.6).

The matrices Dj of the spin j representation are such that under the action of the rotation

U ∈ SU(2)

|j m 〉 7→ Dj(U)|j m 〉 = |j m′ 〉Djm′m(U) . (0.60)

Depending on the parametrization ((n, ψ), angles d’Euler, . . . ), we writeDjm′m(n, ψ), Djm′m(α, β, γ),

etc. By (0.7), we thus have

Djm′m(α, β, γ) = 〈 j m′|D(α, β, γ)|j m 〉
= 〈 j m′|e−iαJze−iβJye−iγJz |j m 〉 (0.61)

= e−iαm
′
djm′m(β)e−iγm

where the Wigner matrix dj is defined by

djm′m(β) = 〈 j m′|e−iβJy |j m 〉 . (0.62)

An explicit formula for dj will be given in the next subsection. We also have

Djm′m(z, ψ) = e−iψmδmm′

Djm′m(y, ψ) = djm′m(ψ) . (0.63)

Exercise : Compute Dj(x, ψ). (Hint : use (0.5).)

One notices that Dj(z, 2π) = (−1)2jI, since (−1)2m = (−1)2j using (0.55), and this holds

true for any axis n by the conjugation (0.5)

Dj(n, 2π) = (−1)2jI . (0.64)

This shows that a 2π rotation in SO(3) is represented by −I in a half-integer-spin representation

of SU(2). Half-integer-spin representations of SU(2) are said to be “projective”, (i.e. here,

up to a sign), representations of SO(3); we return in Chap. 2 to this notion of projective

representation.

We also verify the unimodularity of matricesDj (or equivalently, the fact that representatives

of infinitesimal generators are traceless). If n = Rz, D(n, ψ) = D(R)D(z, ψ)D−1(R), hence

detD(n, ψ) = detD(z, ψ) = det e−iψJz =

j∏
m=−j

e−imψ = 1 . (0.65)

It may be useful to write explicitly these matrices in the cases j = 1
2

and j = 1. The case

of j = 1
2

is very simple, since

D
1
2 (U) = U = e−i

1
2
ψn.σσσ =

(
cos ψ

2
− i cos θ sin ψ

2
−i sin ψ

2
sin θ e−iφ

−i sin ψ
2

sin θ eiφ cos ψ
2

+ i cos θ sin ψ
2

)

= e−i
α
2
σ3e−i

β
2
σ2e−i

γ
2
σ3 =

(
cos β

2
e−

i
2

(α+γ) − sin β
2
e−

i
2

(α−γ)

sin β
2
e
i
2

(α−γ) cos β
2
e
i
2

(α+γ)

)
(0.66)
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0.3. Representations of SU(2) 13

an expected result since the matrices U of the group form obviously a representation. (As a

by-product, we have derived relations between the two parametrizations, (n, ψ) = (θ, φ, ψ) and

Euler angles (α, β, γ).) For j = 1, in the basis |1, 1 〉, |1, 0 〉 and |1,−1 〉 where Jz is diagonal

(which is not the basis (0.21) !)

Jz =

1 0 0

0 0 0

0 0 −1

 J+ =
√

2

0 1 0

0 0 1

0 0 0

 J− =
√

2

0 0 0

1 0 0

0 1 0

 (0.67)

whence

d1(β) = e−iβJy =


1+cosβ

2
− sinβ√

2

1−cosβ
2

sinβ√
2

cos β − sinβ√
2

1−cosβ
2

sinβ√
2

1+cosβ
2

 (0.68)

as the reader may check.

In the following subsection, we write more explicitly these representation matrices of the

group SU(2), and in Appendix E of Chap. 2, give more details on the differential equations they

satisfy and on their relations with “special functions”, orthogonal polynomials and spherical

harmonics. . .

Irreductibility

A central notion in the study of representations is that of irreducibility. A representation is

irreducible if it has no invariant subspace. Let us show that the spin j representation of SU(2)

that we have just built is irreducible. We show below in Chap. 2 that, as the representation is

unitary, it is either irreducible or “completely reducible” (there exists an invariant subspace and

its supplementary space is also invariant) ; in the latter case, there would exist block-diagonal

operators, different from the identity and commuting the matrices of the representation, in

particulier with the generators Ji. But in the basis (0.5) any matrix M that commutes with Jz

is diagonal, Mmm′ = µmδmm′ , (check it !), and commutation with J+ forces all µm to be equal:

the matrix M is a multiple of the identity and the representation is indeed irreducible.

One may also wonder why the study of finite dimensional representations that we just car-

ried out suffices to the physicist’s needs, for instance in quantum mechanics, where the scene

usually takes place in an infinite dimensional Hilbert space. We show below (Chap. 2) that

Any representation of SU(2) or SO(3) in a Hilbert space is equivalent to a unitary representa-

tion, and is completely reducible to a (finite or infinite) sum of finite dimensional irreducible

representations. [Pour prendre un exemple physique, l’analyse d’un système quantique sous l’effet des rota-

tions peut s’effectuer en termes of ses composantes of spin donné ; un spin j peut apparâıtre avec une certaine

multiplicité. ]

0.3.3 Explicit construction

Let ξ and η be two complex variables on which matrices U =

(
a b

c d

)
of SU(2) act according to

ξ′ = aξ+ cη, η′ = bξ+ dη. In other terms, ξ and η are the basis vectors of the representation of
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14 Chap.0. Some basic elements on the groups SO(3), SU(2) and SL(2,C)

dimension 2 (representation of spin 1
2
) of SU(2). [(ξ′ η′) = (ξ η)

(
a b

c d

)
] An explicit construction

of the previous representations is then obtained by considering homogenous polynomials of

degree 2j in the two variables ξ and η, a basis of which is given by the 2j + 1 polynomials

Pjm =
ξj+mηj−m√

(j +m)!(j −m)!
m = −j, · · · j . (0.69)

(In fact, the following considerations also apply if U is an arbitrary matrix of the group GL(2,C)

and provide a representation of that group.) Under the action of U on ξ and η, the Pjm(ξ, η)

transform into Pjm(ξ′, η′), also homogenous of degree 2j in ξ and η, which may thus be expanded

on the Pjm(ξ, η). The latter thus span a dimension 2j + 1 representation of SU(2) (or of

GL(2,C)), which is nothing else than the previous spin j representation. This enables us to

write quite explicit formulae for the Dj

Pjm(ξ′, η′) =
∑
m′

Pjm′(ξ, η)Djm′m(U) . (0.70)

We find explicitly

Djm′m(U) =
(
(j +m)!(j −m)!(j +m′)!(j −m′)!

) 1
2

∑
n1,n2,n3,n4≥0

n1+n2=j+m
′; n3+n4=j−m′

n1+n3=j+m; n2+n4=j−m

an1bn2cn3dn4

n1!n2!n3!n4!
. (0.71)

For U = −I, one may check once again that Dj(−I) = (−1)2jI. In the particular case of

U = e−iψ
σ2
2 = cos ψ

2
I− i sin ψ

2
σ2, we thus have

djm′m(ψ) =
(
(j +m)!(j −m)!(j +m′)!(j −m′)!

) 1
2

∑
k≥0

(−1)k+j−m cos ψ
2

2k+m+m′

sin ψ
2

2j−2k−m−m′

(m+m′ + k)!(j −m− k)!(j −m′ − k)!k!

(0.72)

where the sum runs over k ∈ [inf(0,−m − m′), sup(j − m, j − m′)]. The expression of the

infinitesimal generators acting on polynomials Pjm is obtained by considering U close to the

identity. One finds

J+ = ξ
∂

∂η
J− = η

∂

∂ξ
Jz =

1

2

(
ξ
∂

∂ξ
− η ∂

∂η

)
(0.73)

on which it is easy to check commutation relations as well as the action on the Pjm in accordance

with (0.57). This completes the identification of (0.69) with the spin j representation.
Remarks and exercises

1. Repeat the proof of irreducibility of the spin j representation in that new form.

2. Notice that the space of the homogenous polynomials of degree 2j in the variables ξ and η is nothing

else than the symmetrized 2j-th tensor power of the representation of dimension 2 (see the definition below).

3. Write the explicit form of the spin 1 matrix D1 using (0.71). (Answ.

 a2
√

2ab b2√
2ac bc+ ad

√
2bd

c2
√

2cd d2

)

J.-B. Z M2 ICFP/Physique Théorique 2012 October 7, 2015



0.4. Direct product of representations of SU(2) 15

0.4 Direct product of representations of SU(2)

0.4.1 Direct product of representations and the “addition of angular

momenta”

Consider the direct (or tensor) product of two representations of spin j1 and j2 and their

decomposition on vectors of given total spin (“decomposition into irreducible representations”).

We start with the product representation spanned by the vectors

|j1m1 〉 ⊗ |j2m2 〉 ≡ |j1m1; j2m2 〉 written in short as |m1m2 〉 (0.74)

on which the infinitesimal generators act as

J = J(1) ⊗ I(2) + I(1) ⊗ J(2) . (0.75)

The upper index indicates on which space the operators act. By an abuse of notation, one

frequently writes, instead of (0.75)

J = J(1) + J(2) (0.75′)

and (in Quantum Mechanics) one refers to the “addition of angular momenta” J(1) and J(2).

The problem is thus to decompose the vectors (0.74) onto a basis of eigenvectors of J and

Jz. As J(1)2 and J(2)2 commute with one another and with J2 and Jz, one may seek common

eigenvectors that we denote

|(j1 j2) J M 〉 or more simply |J M 〉 (0.76)

where it is understood that the value of j1 and j2 is fixed. The question is thus twofold: which

values can J and M take; and what is the matrix of the change of basis |m1m2 〉 → |J M 〉? In

other words, what is the (Clebsch-Gordan) decomposition and what are the Clebsch-Gordan

coefficients?

The possible values of M , eigenvalue of Jz = J
(1)
z + J

(2)
z , are readily found

〈m1m2|Jz|J M 〉 = (m1 +m2)〈m1m2|J M 〉
= M〈m1m2|J M 〉 (0.77)

and the only value of M such that 〈m1m2|J M 〉 6= 0 is thus

M = m1 +m2 . (0.78)

For j1, j2 and M fixed, there are as many independent vectors with that eigenvalue of M as

there are couples (m1,m2) satisfying (0.78), thus

n(M) =


0 if |M | > j1 + j2

j1 + j2 + 1− |M | if |j1 − j2| ≤ |M | ≤ j1 + j2

2inf(j1, j2) + 1 if 0 ≤ |M | ≤ |j1 − j2|

(0.79)
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16 Chap.0. Some basic elements on the groups SO(3), SU(2) and SL(2,C)

(see the left Fig. 3 in which j1 = 5/2 and j2 = 1). Let NJ be the number of times the

representation of spin J appears in the decomposition of the representations of spin j1 et j2.

The n(M) vectors of eigenvalue M for Jz may also be regarded as coming from the NJ vectors

|J M 〉 for the different values of J compatible with that value of M

n(M) =
∑
J≥|M |

NJ (0.80)

hence, by subtracting two such relations

NJ = n(J)− n(J + 1)

= 1 iff si |j1 − j2| ≤ J ≤ j1 + j2 (0.81)

= 0 otherwise.

M=j + j 21

m

m

21 j  ï j j + j  +11
M

M = j  ï j21

1

2 n(M)

Fig. 3

2

To summarize, we have just shown that the (2j1 + 1)(2j2 + 1) vectors (0.74) (with j1 and

j2 fixed) may be reexpressed in terms of vectors |J M 〉 with

J = |j1 − j2|, |j1 − j2|+ 1, · · · , j1 + j2

M = −J,−J + 1, · · · , J . (0.82)

Note that multiplicities NJ take the value 0 or 1 ; it is a pecularity of SU(2) that multi-

plicities larger than 1 do not occur in the decomposition of the tensor product of irreducible

representations, i.e. here of fixed spin.

0.4.2 Clebsch-Gordan coefficients, 3-j and 6-j symbols. . .

The change of orthonormal basis |j1m1; j2m2 〉 → |(j1 j2) J M 〉 is carried out by the Clebsch-

Gordan coefficients (C.G.) 〈 (j1 j2); J M |j1m1; j2m2 〉 which form a unitary matrix

|j1m1; j2m2 〉 =

j1+j2∑
J=|j1−j2|

J∑
M=−J

〈 (j1 j2) J M |j1m1; j2m2 〉|(j1 j2) J M 〉 (0.83)

|j1 j2; J M 〉 =

j1∑
m1=−j1

j2∑
m2=−j2

〈 (j1 j2) J M |j1m1; j2m2 〉∗|j1m1; j2m2 〉 . (0.84)

Note that in the first line, M is fixed in terms of m1 and m2; and that in the second one, m2 is

fixed in terms of m1, for given M . Each relation thus implies only one summation. The value

of these C.G. depends in fact on a choice of a relative phase between vectors (0.74) and (0.76);

the usual convention is that for each value of J , one chooses

〈 J M = J | j1m1 = j1; j2m2 = J − j1 〉 real . (0.85)
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The other vectors are then unambiguously defined by (0.57) and we shall now show that all

C.G. are real. C.G. satisfy recursion relations that are consequences of (0.57). Applying indeed

J± to the two sides of (0.83), one gets√
J(J + 1)−M(M ± 1) 〈 (j1 j2) J M |j1m1; j2m2 〉 (0.86)

=
√
j1(j1 + 1)−m1(m1 ± 1)〈 (j1 j2) J M ± 1|j1m1 ± 1; j2m2 〉

+
√
j2(j2 + 1)−m2(m2 ± 1)〈 (j1 j2) J M ± 1|j1m1; j2m2 ± 1 〉

which, together with the normalization
∑

m1,m2
|〈 j1m1; j2m2|(j1 j2) J M 〉|2 = 1 and the con-

vention (0.85), allows one to determine all the C.G. As stated before, they are clearly all real.

The C.G. of the group SU(2), which describe a change of orthonormal basis, form a unitary

matrix and thus satisfy orthogonality and completeness properties

j1∑
m1=−j1

〈 j1m1; j2m2|(j1 j2) J M 〉〈 j1m1; j2m2|(j1 j2) J ′M ′ 〉 = δJJ ′δMM ′ if |j1 − j2| ≤ J ≤ j1 + j2

(0.87)
j1+j2∑

J=|j1−j2|

〈 j1m1; j2m2|(j1 j2) J M 〉〈 j1m
′
1; j2m

′
2|(j1 j2) J M 〉 = δm1m′1

δm2m′2
if |m1| ≤ j1, |m2| ≤ j2 .

Once again, each relation implies only one non trivial summation.
[Exercise. Show that the integral ∫

dΩY m1

l1
(θ, φ)Y m2

l2
(θ, φ)Y m3

l3
(θ, φ)

est proportionnelle au coefficient of Clebsch-Gordan (−1)m3〈 l1,m1; l2,m2|l3,−m3 〉, avec un coefficient indépendant

des m que l’on déterminera. ]

Rather than the C.G. coefficients, one may consider another set of equivalent coefficients, called 3-j symbols.

They are defined through(
j1 j2 J

m1 m2 −M

)
=

(−1)j1−j2+M

√
2J + 1

〈 j1m1; j2m2|(j1 j2) J M 〉 (0.88)

and they enjoy simple symmetry properties: (
j1 j2 j3

m1 m2 m3

)

is invariant under cyclic permutation of its three columns, and changes by the sign (−1)j1+j2+j3 when two

columns are interchanged or when the signs of m1, m2 and m3 are reversed. The reader will find a multitude

of tables and explicit formulas of the C.G. and 3j coefficients in the literature.

Let us just give some values of C.G. for low spins

1

2
⊗ 1

2
:

|(1
2
, 1

2
)1, 1 〉 = |1

2
, 1

2
; 1

2
, 1

2
〉

|(1
2
, 1

2
)1, 0 〉 = 1√

2

(
|1
2
, 1

2
; 1

2
,−1

2
〉+ |1

2
,−1

2
; 1

2
, 1

2
〉
)

|(1
2
, 1

2
)0, 0 〉 = 1√

2

(
|1
2
, 1

2
; 1

2
,−1

2
〉 − |1

2
,−1

2
; 1

2
, 1

2
〉
)

|(1
2
, 1

2
)1,−1 〉 = |1

2
,−1

2
; 1

2
,−1

2
〉

(0.89)
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and

1

2
⊗ 1 :

|(1
2
, 1)3

2
, 3

2
〉 = |1

2
, 1

2
; 1, 1 〉

|(1
2
, 1)3

2
, 1

2
〉 = 1√

3

(√
2|1

2
, 1

2
; 1, 0 〉+ |1

2
,−1

2
; 1, 1 〉

)
|(1

2
, 1)3

2
,−1

2
〉 = 1√

3

(
|1
2
, 1

2
; 1,−1 〉+

√
2|1

2
,−1

2
; 1, 0 〉

)
|(1

2
, 1)3

2
,−3

2
〉 = |1

2
,−1

2
; 1,−1 〉

|(1
2
, 1)1

2
, 1

2
〉 = 1√

3

(
−|1

2
, 1

2
; 1, 0 〉+

√
2|1

2
,−1

2
; 1, 1 〉

)
|(1

2
, 1)1

2
,−1

2
〉 = 1√

3

(
−
√

2|1
2
, 1

2
; 1,−1 〉+ |1

2
,−1

2
; 1, 0 〉

)
(0.90)

One notices on the case 1
2
⊗ 1

2
the property that vectors of total spin j = 1 are symmetric

under the exchange of the two spins, while those of spin 0 are antisymmetric. This is a general

property: in the decomposition of the tensor product of two representations of spin j1 =

j2, vectors of spin j = 2j1, 2j1 − 2, · · · are symmetric, those of spin 2j1 − 1, 2j1 − 3, · · · are

antisymmetric.
This is apparent on the expression (0.88) above, given the announced properties of the 3-j symbols.

In the same circle of ideas, consider the completely antisymmetric product of 2j+1 copies of
a spin j representation. One may show that this representation is of spin 0 (following exercise).
(This has consequences in atomic physics, in the filling of electronic orbitals: a complete shell
has a total orbital momentum and a total spin that are both vanishing, hence also a vanishing
total angular momentum.)
Exercise. Consider the completely antisymmetric tensor product of N = 2j + 1 representations of spin j. Show

that this representation is spanned by the vector εm1m2···mN |j m1, j m2, · · · , j mN 〉, that it is invariant under

the action of SU(2) and thus that the corresponding representation has spin J = 0.

One also introduces the 6-j symbols that describe the two possible recombinations of 3 representations of

spins j1, j2 and j3

j

J

2

2
j3

J1

J

j1

Fig. 4

|j1m1; j2m2; j3m3 〉 =
∑
〈 (j1 j2) J1M1|j1m1; j2m2 〉〈 (J1 j3) J M |J1M1; j3m3 〉|(j1j2)j3; J M 〉

=
∑
〈 (j2 j3) J2M2|j2m2; j3m3 〉〈 (j1 J2) J ′M ′|j1m1; J2M2 〉|j1(j2j3); J ′M ′ 〉 (0.91)

depending on whether one composes first j1 and j2 into J1 and then J1 and j3 into J , or first j2 and j3 into J2

and then j1 and J2 into J ′. The matrix of the change of basis is denoted

〈 j1(j2j3); J M |(j1j2)j3; J ′M ′ 〉 = δJJ ′δMM ′
√

(2J1 + 1)(2J2 + 1)(−1)j1+j2+j3+J

{
j1 j2 J1

j3 J J2

}
. (0.92)

and the { } are the 6-j symbols. One may visualise this operation of “addition” of the three spins by a

tetrahedron (see Fig. 4) the edges of which carry j1, j2, j3, J1, J2 and J and the symbol is such that two spins

carried by a pair of opposed edges lie in the same column. These symbols are tabulated in the literature.
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0.5 A physical application: isospin

The group SU(2) appears in physics in several contexts, not only as related to the rotation

group of the 3-dimensional Euclidian space. We shall now illustrate another of its avatars by

the isospin symmetry.

There exists in nature elementary particles subject to nuclear forces, or more precisely

to “strong interactions”, and thus called hadrons. Some of those particles present similar

properties but have different electric charges. This is the case with the two “nucleons”,

i.e. the proton and the neutron, of respective masses Mp =938,28 MeV/c2 and Mn =939,57

MeV/c2, and also with the “triplet” of pi mesons, π0 (mass 134,96 MeV/c2) and π± (139,57

MeV/c2), with K mesons etc. According to a great idea of Heisenberg these similarities are

the manifestation of a symmetry broken by electromagnetic interactions. In the absence of

electromagnetic interactions proton and neutron on the one hand, the three π mesons on the

other, etc, would have the same mass, differing only by an “internal” quantum number, in

the same way as the two spin states of an electron in the absence of a magnetic field. In fact

the group behind that symmetry is also SU(2), but a SU(2) group acting in an abstract space

differing from the usual space. One gave the name isotopic spin or in short, isospin, to the

corresponding quantum number. To summarize, the idea is that there exists a SU(2) group of

symmetry of strong interactions, and that different particles subject to these strong interactions

(hadrons) form representations of SU(2) : representation of isospin I = 1
2

for the nucleon (proton

Iz = +1
2
, neutron Iz = −1

2
), isospin I = 1 pour the pions (π± : Iz = ±1, π0 : Iz = 0) etc. The

isospin is thus a “good quantum number”, conserved in these interactions. Thus the “off-shell”

process N → N + π, (N for nucleon) important in nuclear physics, is consistent with addition

rules of isospins (1
2
⊗1 “contains” 1

2
). The different scattering reactions N+π → N+π allowed

by conservation of electric charge

p+ π+ → p+ π+ Iz = 3
2

p+ π0 → p+ π0 Iz = 1
2

→ n+ π+ ′′

p+ π− → p+ π− Iz = −1
2

→ n+ π0 ′′

n+ π− → n+ π− Iz = −3
2

also conserve total isospin I and its Iz component but the hypothesis of SU(2) isospin invariance

tells us more. The matrix elements of the transition operator responsible for the two reactions

in the channel Iz = 1
2
, for example, must be related by addition rules of isospin. Inverting the

relations (0.90), one gets

|p, π− 〉 =

√
1

3
|I =

3

2
, Iz = −1

2
〉 −

√
2

3
|I =

1

2
, Iz = −1

2
〉

|n, π0 〉 =

√
2

3
|I =

3

2
, Iz = −1

2
〉+

√
1

3
|I =

1

2
, Iz = −1

2
〉

whereas for Iz = 3/2

|p, π+ 〉 = |I =
3

2
, Iz =

3

2
〉 .
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Isospin invariance implies that 〈 I Iz |T |I ′ I ′z 〉 = TIδII′δIz I′z , as we shall see later (Schur lemma

or Wigner–Eckart theorem, Chap. 2): not only are I and Iz conserved, but the resulting

amplitude depends only on I, not Iz. Calculating then the matrix elements of the transition

operator T between the different states,

〈 pπ+|T |pπ+ 〉 = T3/2

〈 pπ−|T |pπ− 〉 =
1

3

(
T3/2 + 2T1/2

)
(0.93)

〈nπ0|T |pπ− 〉 =

√
2

3

(
T3/2 − T1/2

)
one finds that amplitudes satisfy a relation

√
2〈n, π0|T |p, π− 〉+ 〈 p, π−|T |p, π− 〉 = 〈 p, π+|T |p, π+ 〉 = T3/2

a non trivial consequence of isospin invariance, which implies triangular inequalities between

squared modules of these amplitudes and hence between cross-sections of the reactions

[
√
σ(π−p→ π−p) −

√
2σ(π−p→ π0n)]2 ≤ σ(π+p→ π+p) ≤

≤ [
√
σ(π−p→ π−p) +

√
2σ(π−p→ π0n)]2

which are experimentally well verified. Even better, one finds experimentally that at a certain

energy of about 180 MeV, cross sections (proportional to squares of amplitudes) are in the

ratios

σ(π+p→ π+p) : σ(π−p→ π0n) : σ(π−p→ π−p) = 9 : 2 : 1

which is what one would get from (0.93) if T 1
2

were vanishing. This indicates that at that

energy, scattering in the channel I = 3/2 is dominant. In fact, this signals the existence of an

intermediate πN state, a very unstable particle called “resonance”, denoted ∆, of isospin 3/2

and hence with four states of charge

∆++,∆+,∆0,∆− ,

the contribution of which dominates the scattering amplitude. This particle has a spin 3/2 and

a mass M(∆) ≈ 1230 MeV/c2.

In some cases one may obtain more precise predictions. This is for instance the case with the reactions

2H p→ 3Heπ0 and 2H p→ 3Hπ+

which involve nuclei of deuterium 2H, of tritium 3H and of helium 3He. To these nuclei too, one may assign an

isospin, 0 to the deuteron which is made of a proton and a neutron in an antisymmetric state of their isospins

(so that the wave function of these two fermions, symmetric in space and in spin, be antisymmetric), Iz = − 1
2

to 3H and Iz = 1
2 to 3He which form an isospin 1

2 representation. Notice that in all cases, the electric charge is

related to the Iz component of isospin by the relation Q = 1
2B + Iz, with B the baryonic charge, equal here to

the number of nucleons (protons or neutrons).

Exercise: show that the ratio of cross-sections σ(2H p→ 3Heπ0)/σ(2H p→ 3Hπ+) is 1
2 .

Remark : invariance under isospin SU(2) that we just discussed is a symmetry of strong interactions. There

exists also in the framework of the Standard Model a notion of “weak isospin”, a symmetry of electroweak

interactions, to which we return in Chap. 5.
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0.6 Representations of SO(3,1) and SL(2,C)

0.6.1 A short reminder on the Lorentz group

Minkowski space is a R4 space endowed with a pseudo-Euclidean metric of signature (+,−,−,−).

In an orthonormal basis with coordinates (x0 = ct, x1, x2, x3), the metric is diagonal

gµν = diag (1,−1,−1,−1)

and thus the squared norm of a 4-vector reads

x.x = xµgµνx
ν = (x0)2 − (x1)2 − (x2)2 − (x3)2 .

The isometry group of that quadratic form, called O(1,3) or the Lorentz group L, is such that

Λ ∈ O(1, 3) x′ = Λx : x′.x′ = Λµ
ρx

ρgµνΛ
ν
σx

σ = xρgρσx
σ

i.e.

Λµ
ρgµνΛ

ν
σ = gρσ or ΛTgΛ = g . (0.94)

These pseudo-orthogonal matrices satisfy (det Λ)2 = 1 and (by taking the 00 matrix element

of (0.94)) (Λ0
0)2 = 1 +

∑3
i=1(Λ0

i)
2 ≥ 1 and thus L ≡ O(1,3) has four connected components

(or “sheets”) depending on whether det Λ = ±1 and Λ0
0 ≥ 1 or ≤ −1. The subgroup of

proper orthochronous transformations satisfying det Λ = 1 and Λ0
0 ≥ 1 is denoted L↑+. Any

transformation of L↑+ may be written as the product of an “ordinary” rotation of SO(3) and a

“special Lorentz transformation” or “boost”.

A major difference between the SO(3) and the L↑+ groups is that the former is compact (the

range of parameters is bounded and closed, see (0.2)), whereas the latter is not : in a boost

along the 1 direction, say, x′1 = γ(x1 − vx0/c), x
′
0 = γ(x0 − vx1/c), with γ = (1− v2/c2)−

1
2 , the

velocity |v| < c does not belong to a compact domain (or alternatively, the “rapidity” variable

β, defined by cosh β = γ can run to infinity). This compactness/non-compactness has very

important implications on the nature and properties of representations, as we shall see.

The Poincaré group, or inhomogeneous Lorentz group, is generated by Lorentz transforma-

tions Λ ∈ L and space-time translations; generic elements denoted (a,Λ) have an action on a

vector x and a composition law given by

(a,Λ) : x 7→ x′ = Λx+ a

(a′,Λ′)(a,Λ) = (a′ + Λ′a,Λ′Λ) ; (0.95)

the inverse of (a,Λ) is (−Λ−1a,Λ−1) (check it !).

0.6.2 Lie algebra of the Lorentz and Poincaré groups

An infinitesimal Poincaré transformation reads (αµ,Λµ
ν = δµν +ωµν). By taking the infinitesimal

form of (0.94), one easily sees that the tensor ωρν = ωµνgρµ has to be antisymmetric: ωνρ+ωρν =
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0. This leaves 6 real parameters: the Lorentz group is a 6-dimensional group, and the Poincaré

group is 10-dimensional.

To find the Lie algebra of the generators, let us proceed like in § 0.2.3: look at the Lie

algebra generated by differential operators acting on functions of space-time coordinates; if x′λ =

xλ+δxλ = xλ+αλ+ωλνxν , δf(x) = f(xµ−αλ−ωλνxν)−f(x) = (I−iαµPµ− i
2
ωµνJµν−I)f(x),

(see (0.45)), thus

Jµν = i(xµ∂ν − xν∂µ) Pµ = −i∂µ (0.96)

[en accord avec eiPaψ(x)e−iPa = ψ(x+ a)] the commutators of which are then easily computed

[Jµν , Pρ] = i (gνρPµ − gµρPν)
[Jµν , Jρσ] = i (gνρJµσ − gµρJνσ + gµσJνρ − gνσJµρ) (0.97)

[Pµ, Pν ] = 0 .

Note the structure of these relations: antisymmetry in µ ↔ ν of the first one, in µ ↔ ν, in ρ ↔ σ and in

(µ, ν)↔ (ρ, σ) of the second one; the first one shows how a vector (here Pρ) transforms under the infinitesimal

transformation by Jµν , and the second then has the same pattern in the indices ρ and σ, expressing that Jρσ is

a 2-tensor.

Generators that commute with P0 (which is the generator of time translations, hence the

Hamiltonian) are the Pµ and the Jij but not the J0j : i[P0, J0j] = Pj.

Set

Jij = εijkJ
k Ki = J0i . (0.98)

Then

[J i, J j] = iεijkJ
k

[J i, Kj] = iεijkK
k (0.99)

[Ki, Kj] = −iεijkJk

and also

[J i, P j] = iεijkP
k [Ki, P j] = iP 0δij

[J i, P 0] = 0 [Ki, P 0] = iP i . (0.100)

Remark. The first two relations (0.99) and the first one of (0.100) express that, as expected,

J = {J j}, K = {Kj} and P = {P j} transform like vectors under rotations of R3. Now form

the combinations

M j =
1

2
(J j + iKj) N j =

1

2
(J j − iKj) (0.101)

which have the following commutation relations

[M i,M j] = iεijkM
k

[N i, N j] = iεijkN
k (0.102)

[M i, N j] = 0 .
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By considering the complex combinations M and N of its generators, one thus sees that the

Lie algebra of L = O(1, 3) is isomorphic to su(2) ⊕ su(2). The introduction of ±i, however,

implies that unitary representations of L do not follow in a simple way from those of SU(2)×
SU(2). On the other hand, representations of finite dimension of L, which are non unitary, are

labelled by a pair (j1, j2) of integers or half-integers.

Exercise. Show that this algebra admits two independent quadratic Casimir operators, and

express them in terms of M and N first, and then in terms of J and K. (Answ. M2 and

N2 = 1
4 (J2 −K2)± i(J ·K)/2. )

0.6.3 Covering groups of L↑+ and P↑+

We have seen that the study of SO(3) led us to SU(2), its “covering group” (the deep reasons

of which will be explained in Chap. 1 and 2). Likewise in the case of the Lorentz group its

“covering group” turns out to be SL(2,C).

There is a simple way to see how SL(2,C) and L↑+ are related, which is a 4-dimensional

extension of the method followed in § 0.1.2. One considers matrices σµ made of σ0 = I and of

the three familiar Pauli matrices. Note that

trσµσν = 2δµν σ2
µ = I with no summation over the index µ .

With any real vector x ∈ R4, associate the Hermitian matrix

X = xµσµ xµ =
1

2
tr (Xσµ) detX = x2 = (x0)2 − x2 . (0.103)

A matrix A ∈ SL(2,C) acts on X according to

X 7→ X ′ = AXA† (0.104)

which is indeed Hermitian and thus defines a real x
′µ = 1

2
tr (X ′σµ), with detX ′ = detX, hence

x2 = x
′2. This is a linear transformation of R4 that preserves the Minkowski norm x2, and thus

a Lorentz transformation, and one checks by an argument of continuity that it belongs to L↑+
and that A→ Λ is a homomorphism of SL(2,C) into L↑+. In the following we denote x′ = A.x

if X ′ = AXA†.

As is familiar from the case of SU(2), the transformations A and −A ∈ SL(2,C) give the

same transformation of L↑+ : SL(2,C) is a covering of order 2 of L↑+. For the Poincaré group,

likewise, its covering is the (“semi-direct”) product of the translation group by SL(2,C). If one

denotes a := aµσµ, then

(a,A)(a′, A′) = (a+ Aa′A†, AA′) (0.105)

and one sometimes refers to it as the “inhomogeneous SL(2,C) group” or ISL(2,C)).

October 7, 2015 J.-B. Z M2 ICFP/Physique Théorique 2012
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0.6.4 Irreducible finite-dimensional representations of SL(2,C)

The construction of § 0.3.3 yields an explicit representation of GL(2,C) and hence of SL(2,C).

For A =

(
a b

c d

)
∈ SL(2,C), (0.71) gives the following expression for Djmm′(A) :

Djmm′(A) = [(j +m)!(j −m)!(j +m′)!(j −m′)!]
1
2

∑
n1,n2,n3,n4≥0

n1+n2=j+m ; n3+n4=j−m′
n1+n3=j+m ; n2+n4=j−m

an1bn2cn3dn4

n1!n2!n3!n4!
(0.71)

Note that DT (A) = D(AT ) (since exchanging m ↔ m′ amounts to n2 ↔ n3, hence to b ↔ c) and

(D(A))
∗

= D(A∗) (since the numerical coefficients in (0.71) are real) thus D†(A) = D(A†).

This representation is called (j, 0), it is of dimension 2j + 1. There exists another one of

dimension 2j+1, which is non equivalent, denoted (0, j), this is the “contragredient conjugate”

representation (in the sense of Chap 2. § 2.1.3.b) Dj(A†−1). Replacing A by A†−1 may be

interpreted in the construction of § 0.6.3 if instead of associating X = xµσµ with x, one

associates X̃ = x0σ0−x.σσσ. Notice that σ2(σi)
Tσ2 = −σi for i = 1, 2, 3 hence X̃ = σ2X

Tσ2. For

the transformation A : X 7→ X ′ = AXA† , we have

X̃ ′ = σ2(X ′)Tσ2 = σ2(AXA†)Tσ2 = (σ2A
Tσ2)†X̃(σ2A

Tσ2) .

Any matrix A of SL(2,C) may itself be written as A = aµσµ, with (aµ) ∈ C4, and as detA =
(a0)2 − a2 = 1 (the “S” of SL(2,C)), one verifies immediately that A−1 = a0σ0 − a.σσσ, [En effet

(a0σ0 + a.σσσ)(a0σ0 − a.σσσ) = (a0)2(σ0)2 − 1

2
aiaj{σi, σj} = ((a0)2 − aiajδij)I = I

] donc

σ2A
Tσ2 = A−1 . (0.106)

Finally

X ′ = AXA† ⇐⇒ X̃ ′ = (A−1)†X̃A−1 . (0.107)

Remark. The two representations (j, 0) and (0, j) are inequivalent on SL(2,C), but equiva-

lent on SU(2). Indeed in SU(2), A = U = (U †)−1.

Finally, one proves that any finite-dimensional representation of SL(2,C) is completely

reducible and may be written as a direct sum of irreducible representations. The most general

finite-dimensional irreducible representation of SL(2,C) is denoted (j1, j2), with j1 and j2 ≥ 0

integers or half-integers; it is defined by

(j1, j2) = (j1, 0)⊗ (0, j2) . (0.108)

All these representations may be obtained from the representations (1
2
, 0) and (0, 1

2
) by tensor-

ing: (j1, 0) and (0, j2) are obtained by symmetrized tensor product of representations (1
2
, 0) and

(0, 1
2
), respectively, as was done for SU(2). Only representations (j1, j2) with j1 and j2 simulta-

neously integers or half-integers are true representations of L+
↑ . The others are representations

up to a sign.
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Exercise : show that the representation (0, j) is “equivalent” (equal up to a change of basis)

to the complex conjugate of representation (j, 0). (Hint: show it first for j = 1
2

by recalling

that (A−1)† = σ2A
∗σ2, then for representations of arbitrary j obtained by 2j-th tensor power of

j = 1
2
.) [Si A = a0σ0 +~a.σσσ, A−1 = a0σ0−~a.σσσ = σ2A

Tσ2, donc (A−1)† = σ2A
∗σ2 est équivalente à A∗, donc la

representation (0, 1
2 ) est équivalente à ( 1

2 , 0)∗, puis par produit tensoriel d’ordre 2j, Dj((A−1)†) est équivalente

à Dj(A∗) .]

Spinor representations

Return to the “spinor representations” (1
2
, 0) and (0, 1

2
). Those are representations of dimension

2 (two-component spinors). It is traditional to note the indices of components with “pointed”

or “unpointed” indices, for representation (0, 1
2
) and (1

2
, 0), respectively. With A =

(
a b

c d

)
∈

SL(2,C), we thus have

(
1

2
, 0) ξ = (ξα) 7→ ξ′ = Aξ =

(
aξ1 + bξ2

cξ1 + dξ2

)

(0,
1

2
) ξ = (ξα̇) 7→ ξ′ = A∗ξ =

(
a∗ξ1̇ + b∗ξ2̇

c∗ξ1̇ + d∗ξ2̇

)
(0.109)

Note that the alternating (=antisymmetric) form (ξ, η) = ξ1η2−ξ2η1 = ξT (iσ2)η is invariant

in (1
2
, 0) (and also in (0, 1

2
)), which follows once again from (0.106)

(σ2A
Tσ2)A = A−1A = I⇐⇒ AT (iσ2)A = iσ2 .

One may thus use that form to lower indices α (or α̇). Thus

in (
1

2
, 0) : (ξ, η) = ξαη

α ξ2 = ξ1 ξ1 = −ξ2

in (0,
1

2
) : (ξ, η) = ξα̇η

α̇ ξ2̇ = ξ1̇ ξ1̇ = −ξ2̇ (0.110)

(j1, j2) representation

Tensors {ξα1α2···α2j1
β̇1β̇2···β̇2j2} symmetric in α1, α2, · · · , α2j1 and in β̇1, β̇2, · · · , β̇2j2 , form the

irreducible representation (j1, j2). (One cannot lower the rank by taking traces, since the

only invariant tensor is the previous alternating form). The dimension of that representation is

(2j1 + 1)(2j2 + 1). The most usual representations encountered in field theory are (0, 0), (1
2
, 0)

and (0, 1
2
), (1

2
, 1

2
). The reducible representation (1

2
, 0)⊕(0, 1

2
) describes the (4-component) Dirac

fermion; the (1
2
, 1

2
) corresponds to 4-vectors, as seen above:

x 7→ X = x0σ0 + x.σσσ
A∈SL(2,C)−→ X ′ = AXA†

i.e.

X = Xαβ̇ → (X ′)αβ̇ = Aαα
′
(Aβ̇β̇

′
)∗Xα′β̇′ ,
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which shows that X transforms indeed according to the (1
2
, 1

2
) representation .

Exercise. Show that representations (1, 0) and (0, 1), of dimension 3, describe rank 2 tensors

F µν that are “self-dual” ou “anti-self-dual”, i.e. satisfy

F µν = ± i
2
εµνρσFρσ ,

where εµνρσ is the fully antisymmetric rank-4 tensor, with the convention that ε0123 = 1 (beware

that εµνρσ = −εµνρσ !).

0.6.5 Irreducible unitary representations of the Poincaré group. One

particle states.

According to a theorem of Wigner which will be discussed in Chap, 2, the action of proper orthochronous

transformations of the Lorentz or Poincaré groups on state vectors of a quantum theory is described by means

of unitary representations of these groups, or rather of their “universal covers” SL(2,C) and ISL(2,C). As will

be seen below (Chap. 2), unitary representations (of class L2) of the non compact group SL(2,C) are necessarily

of infinite dimension (with the possible exception of the trivial representation (0, 0), which describes a state

invariant by rotation and by boosts, i.e. the vacuum !,. . . , and which is in fact not of class L2!). [Le “truc

unitaire of Weyl” (Weyl unitary trick) énonce en effet que les representations of dimension finie of SL(2,C),

SL(2,R) and SU(2) sont en correspondance. Une representation unitaire of dim finie of SL(2,R) conduirait à

une absurdité dans SU(2). ]

Returning to commutation relations of the Lie algebra (0.97), one seeks a maximal set of commuting

operators. The four Pµ commute. Let (pµ) be an eigenvalue for a common eigenvector of Pµ, describing a

“one-particle state”. We assume that the eigenvector denoted |p 〉 is labelled only by pµ and by discrete indices:

(this is indeed the meaning of “one-particle state”, in contrast with a two-particle state that would depend on

a relative momentum, a continuous variable)

Pµ|p 〉 = pµ|p 〉 . (0.111)

One also considers the Pauli-Lubanski tensor

Wλ =
1

2
ελµνρJµνPρ (0.112)

and one verifies (exercise !) that (0.97) implies

[Wµ, Pν ] = 0

[Wµ,W ν ] = −iεµνρσWρPσ (0.113)

[Jµν ,Wλ] = i(gνλWµ − gµλWν) .

The latter relation means that W is a Lorentz 4-vector (compare with (0.97)). One also notes that W.P = 0

because of the antisymmetry of tensor ε. One finally shows (check it!) that P 2 = PµP
µ and W 2 = WµW

µ

commute with all generators P and J : those are the Casimir operators of the algebra. According to a lemma by

Schur, (see below Chap. 2, § 2.1.6), these Casimir operators are in any irreducible representation proportional

to the identity, in other words, their eigenvalues may be used to label the irreducible representations. In physics,

one encounters only two types of representations for these one-particle states4: representations with P 2 > 0

and those with P 2 = 0, W 2 = 0. Their detailed study will be done in Adel Bilal’s course.

[Une remarque sur les relations entre representations of dimension finie and infinie agissant sur les champs.

On a vu que le théorème de Wigner nous donnait aussi la transformation des observables A 7→ U(g)AU†(g)

4which does not mean that there are no other irreducible representations; for example “unphysical” repre-

sentations where P 2 = −M2 < 0
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(Chap. 4, §4.2). Appliquons cette expression à la transformation sous l’action du groupe de Lorentz d’un champ

ϕ(x), supposé se transformer selon la representation de spin s :

U(a,A)ϕa(x)U−1(a,A) = Dsaa′(A−1)ϕa′(A.x+ a)

où U(a,A) est la transformation unitaire , agissant dans l’espace of Fock. ] [Irreps of SL(2,C).

• Série principale of representations unitaires of SL(2,C) dans L2(C) indexées par (k, iv), k ∈ Z, v ∈ R

D(k,iv)

((
a b

c d

))
f(z) = | − bz + d|−2−iv

(
−bz + d

| − bz + d|

)−k
f

(
az − c
−bz + d

)

D(k,iv) unit.∼ D(−k,−iv) sont unitaires irreducibles.

• Série principale of representations non unitaire (k,w), k ∈ Z, w = u+ iv ∈ C. Ibid avec | − bz + d|−2−w,

sur L2(C, (1 + |z|2)<ewdxdy). Cette série contient toutes les irreps of dimension finie.

• Série complémetaire. Pour k = 0, w réel, 0 < w < 2, representations unitaires pour un autre produit

scalaire

〈 g, f 〉 =

∫
C

∫
C

f(z)g(ζ)dzdζ

|z − ζ|2−w

À équivalence près, la representation triviale, la série principale unitaire and la série complémentaire sont les

seules irreps unitaires. ]
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Problem

One considers two spin 1
2 representations of the group SU(2) and their direct (or tensor) product. One denotes

J(1) and J(2) the infinitesimal generators acting in each representation, and J = J(1) + J(2) those acting in their

direct product, see (0.75), (0.75’).

• What can be said about the operators J(1) 2, J(2) 2 and J2 and their eigenvalues ?

• Show that J(1).J(2) may be expressed in terms of these operators and that operators

1

4
(3I + 4J(1).J(2)) et

1

4
(I− 4J(1).J(2))

are projectors on spaces to be identified.

• Taking into account the symmetries of the vectors under exchange, what can you say about the operator

1

2
I + 2J(1).J(2) ?
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Appendix 0. Measure and Laplacian on the S2 and S3

spheres

Consider a Riemannian manifold, i.e. a manifold endowed with a metric :

ds2 = gαβ dξαdξβ (0.114)

with a metric tensor g and (local) coordinates ξα, α = 1, · · · , n; n is the dimension of the

manifold. This ds2 must be invariant under changes of coordinates, ξ → ξ′, which dictates the

change of the tensor g

ξ 7→ ξ′ , g 7→ g′ : g′α′β′ =
∂ξα

∂ξ′α′
∂ξβ

∂ξ′β′
gαβ , (0.115)

meaning that g is a covariant rank-2 tensor. The metric tensor is assumed to be non singular,

i.e. invertible, and its inverse tensor is denoted with upper indices

gαβ g
βγ = δ γ

α . (0.116)

Also, its determinant is traditionnally denoted g

g = det(gαβ) . (0.117)

There is then a general method for constructing a volume element on the manifold (i.e. an

integration measure) and a Laplacian, both invariant under changes of coordinates

dµ(ξ) =
√
g

n∏
α=1

dξα

∆ =
1
√
g
∂α
√
ggαβ∂β (0.118)

where ∂α is a shorthand notation for the differential operator ∂
∂ξα

.

Exercise: check that dµ(ξ) and ∆ are invariant under a change of coordinates ξ 7→ ξ′.

This may be applied in many contexts, and will be used in Chap. 1 to define an integration

measure on compact Lie groups.

Let us apply it here to the n-dimensional Euclidean space Rn. In spherical coordinates, one

writes

ds2 = dr2 + r2dΩ2

where dΩ is a generic notation that collects all the angular variables. The metric tensor is thus

of the general form

(
1 0

0 r2A

)
with a (n − 1) × (n − 1) matrix A which is r-independent and

depends only on angular variables. The latter give rise to the Laplacian on the unit sphere

Sn−1, denoted ∆Sn−1 ;
√
g = rn−1

√
detA; and (0.118) tells us that the Laplacian on Rn takes

the general form

∆Rn =
1

rn−1

∂

∂r
rn−1 ∂

∂r
+

1

r2
∆Sn−1 =

∂2

∂r2
+
n− 1

r

∂

∂r
+

1

r2
∆Sn−1 .
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Let us write more explicit formulae for the S2 and S3 unit spheres. Consider first the unit

sphere S2 with angular coordinates 0 ≤ θ ≤ π, 0 ≤ φ ≤ 2π (Fig. 1). We thus have

ds2 = dθ2 + sin2 θ dφ2

√
g = sin θ

dµ(x) = sin θ dθ dφ

∆S2 =
1

sin2 θ

∂2

∂φ2
+

1

sin θ

∂

∂θ
sin θ

∂

∂θ
. (0.119)

The generators Ji read (see (0.46))

J3 = −i ∂
∂φ

J1 = −i
[
− cosφ cotg θ

∂

∂φ
− sinφ

∂

∂θ

]
(0.120)

J2 = −i
[
− sinφ cotg θ

∂

∂φ
+ cosφ

∂

∂θ

]
and one verifies that −∆S2 = ~J2 = J2

1 + J2
2 + J2

3 .

For the unit sphere S3 one finds similar formulas. In the parametrization (0.12), one takes

for example

ds2 =
1

2
tr dUdU † =

(
d
ψ

2

)2

+ sin2 ψ

2

(
dθ2 + sin2 θ dφ2

)
(0.121)

invariant under U → UV , U → V U or U → U−1, whence a measure invariant under the same

transformations

dµ(U) =
1

2

(
sin

ψ

2

)2

sin θ dψ dθ dφ . (0.122)

In the Euler angles parametrization,

U = e−iα
σ3
2 e−iβ

σ2
2 e−iγ

σ3
2 (0.123)

thus

ds2 =
1

2
tr dUdU † =

1

4

(
dα2 + 2dαdγ cos β + dγ2 + dβ2

)
(0.124)

and with
√
g = sin β one computes

dµ(U) =
1

8
sin β dα dβ dγ (0.125)

∆S3 =
4

sin2 β

[
∂2

∂α2
+

∂2

∂γ2
+

∂2

∂α∂γ

]
+

4

sin β

∂

∂β
sin β

∂

∂ sin β
. (0.126)

?
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Chapter 1

Groups. Lie groups and Lie algebras

1.1 Generalities on groups

1.1.1 Definitions and first examples

Let us consider a group G, with an operation denoted ., × or + depending on the case, a

neutral element (or “identity”) e (or 1 or I or 0), and an inverse g−1 (or −a). If the operation

is commutative, the group is called abelian. If the group is finite, i.e. has a finite number of

elements, we call that number the order of the group and denote it by |G|. In these lectures

we will be mainly interested in infinite groups, discrete or continuous.

Examples (that the physicist may encounter . . . )

1. Finite groups

• the cyclic group Zp of order p, considered geometrically as the invariance rotation

group of a circle with p equidistant marked points, or as the multiplicative group

of p-th roots of the unity, {e2iπq/p}, q = 0, 1, · · · , p − 1, or as the additive group of

integers modulo p;

• the groups of rotation invariance and the groups of rotation and reflexion invariance

of regular solids or of regular lattices, of great importance in solid state physics and

crystallography;

• the permutation group Sn of n objects, called also the symmetric group, of order n!;

etc.

2. Discrete infinite groups.

The simplest example is the additive group Z. Let us also mention the translation groups

of regular lattices, or the space groups in crystallography, which include all isometries

(rotations, translations, reflections and their products) leaving a crystal invariant. . .

Also the groups generated by reflexions in a finite number of hyperplanes of the Euclidean space Rn, that

are finite or infinite depending on the arrangement of these hyperplanes, see Weyl groups in Chap. 4.
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32 Chap.1. Groups. Lie groups and Lie algebras

Another important example is the modular group PSL(2,Z) of matrices A =

(
a b

c d

)
with integer

coefficients, of determinant 1, ad − bc = 1, with matrices A and −A identified. Given a 2-dimensional

lattice in the complex plane generated by two complex numbers ω1 and ω2 of non real ratio (why ?), this

group describes the changes of basis (ω1, ω2)T → (ω′1, ω
′
2)T = A(ω1, ω2)T that leave invariant the area of

the elementary cell (=(ω2ω
∗
1) = =(ω′2ω

′
1
∗)) and that act on τ = ω2/ω1 as τ → (aτ + b)/(cτ + d). This

group plays an important role in mathematics in the study of elliptic functions, modular forms, etc, and

in physics, in string theory and conformal field theory . . .

The homotopy groups, to be encountered soon, are other examples of discrete groups, finite or infinite. . .

3. Continuous groups. We shall be dealing only with matrix groups of finite dimension, i.e.

subgroups of the linear groups GL(n,R) ou GL(n,C), for some n. In particular

• U(n), the group of complex unitary matrices, UU † = I, which is the invariance group

of the sesquilinear form (x, y) =
∑
x∗iyi ;

• SU(n) its unimodular subgroup, of unitary matrices of determinant detU = 1;

• O(n) and SO(n) are orthogonal groups of invariance of the symmetric bilinear form∑n
i=1 xiyi. Matrices of SO(n) have determinant 1 ;

• U(p, q), SU(p, q), resp. O(p, q), SO(p, q), invariance groups of a sesquilinear, resp.

bilinear form, of signature ((+)p, (−)q) (e.g. the Lorentz group O(1,3)).

Most often one considers groups O(n,R), SO(n,R) of matrices with real coefficients, but groups

O(n,C), SO(n,C) of invariance of the same bilinear form over the complex numbers may also play

a role.

• Sp(2n,R) : Let Z be the matrix 2n× 2n made of a diagonal of n blocks iσ2:

Z = diag

(
0 1

−1 0

)
, and consider the bilinear skew-symmetric form

(X,Y ) = XTZY =

n∑
i=1

(x2i−1y2i − y2i−1x2i) . (1.1)

The symplectic group Sp(2n,R) is the group of real 2n × 2n matrices B that preserve that form:

BTZB = Z . That form appears naturally in Hamiltonian mechanics with the symplectic 2-form

ω =
∑n
i=1 dpi ∧ dqi = 1

2Zijdξi ∧ dξj in the coordinates ξ = (p1, q1, p2, · · · , qn) ; ω is invariant by

action of Sp(2n,R) on ξ. For n = 1, verify that Sp(2,R)=SL(2,R).

One may also consider the complex symplectic group Sp(2n,C). A related group, often denoted

Sp(n) but that I shall denote USp(n) to avoid confusion with the previous ones, the unitary sym-

plectic group, is the invariance group of a Hermitian quaternionic form, USp(n)=U(2n)∩ Sp(2n,C).

See Appendix A.

• the group of “motions” in R3 – compositions of O(3) transformations and translations

–, and groups obtained by adjoining dilatations, and then inversions with respect to

a point;

• the group of conformal transformations, i.e. angle preserving, in Rn (see Problem

at the end of this chapter).

• the Galilean group of transformations x′ = Ox + vt+ x0, t′ = t+ t0, O ∈ SO(3);

• the Poincaré group, in which translations are adjoined to the Lorentz group O(1,3),

• etc etc.
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1.1.2 Conjugacy classes of a group

In a group G we define the following equivalence relation:

a ∼ b iff ∃ g ∈ G : a = g.b.g−1 (1.2)

and the elements a and b are said to be conjugate.

The equivalence classes (conjugacy classes) that follow provide a partition of G, since any

element belongs to a unique class. For a finite group, the different classes generally have

different orders (or cardinalities). For instance, the class of the neutral element e has a unique

element, e itself.

We have already noted (in Chap. 0) that in the rotation group SO(3), a conjugacy class is

characterized by the rotation angle ψ (around some unitary vector n). But this notion is also

familiar in the group U(n), where a class is characterized by an unordered n-tuple of eigenvalues

(eiα1 , . . . , eiαn). This notion of class plays an important role in the discussion of representations

of groups and will be abundantly illustrated in the following.
What are the conjugacy classes in the symmetric group Sn ? One proves easily that any permutation σ of

Sn decomposes into a product of cycles (cyclic permutations) on distinct elements. (To show that, construct the

cycle (1, σ(1), σ2(1), · · · ); then, once back to 1, construct another cycle starting from a number not yet reached,

etc.). Finally if σ is made of p1 cycles of length 1, p2 of length 2, etc, with
∑
ipi = n, one writes σ ∈ [1p12p2 · · · ],

and one may prove that this decomposition into cycles characterizes the conjugacy classes: two permutations

are conjugate iff they have the same decomposition into cycles.

1.1.3 Subgroups

The notion of subgroup H, subset of a group G itself endowed with a group structure, is

familiar. The subgroup is proper if it is not identical to G. If H is a subgroup, for any a ∈ G,

the set a−1.H.a of elements of the form a−1.h.a, h ∈ H forms also a subgroup, called conjugate

subgroup to H.

Examples of particular subgroups are provided by :

• the center Z :

In a group G, the center is the subset Z of elements that commute with all other elements

of G:

Z = {a | ∀g ∈ G, a.g = g.a} (1.3)

Z is a subgroup G, and is proper if G is nonabelian. Examples: the center of the group

GL(2,R) of regular 2×2 matrices is the set of matrices multiple of I; the center of SU(2)

is the group Z2 of matrices ±I (check by direct calculation). [preuve par calcul explicite ou

par Schur]

• the centralizer of an element a :

The centralizer (or commutant ) of a given element a of G is the set of elements of G that commute with

a

Za = {g ∈ G|a.g = g.a} . (1.4)
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The commutant Za is never empty: it contains at least the subgroup generated by a. The center Z is

the intersection of all the commutants. Example: in the group GL(2,R), the commutant of the Pauli

matrix σ1 =

(
0 1

1 0

)
is the abelian group of matrices of the form aI + bσ1, a2 − b2 6= 0.

• More generally, given a subset S of a group G, its centralizer Z(S) and its normalizer N(S) are the

subgroups commuting respectively individually with every element of S or globally with S as a whole

Z(S) = {y : ∀s ∈ S y.s = s.y} (1.5)

N(S) = {x : x−1.S.x = S} . (1.6)

1.1.4 Homomorphism of a group G into a group G′

A homomorphism of a group G into a group G′ is a map ρ of G into G′ which respects the

composition law:

∀g, h ∈ G, ρ(g.h) = ρ(g).ρ(h) (1.7)

In particular, ρ maps the neutral element of G onto that of G′, and the inverse of g onto that

of g′ = ρ(g): ρ(g−1) = (ρ(g))−1.

An example of homomorphism that we shall study in great detail is that of a linear rep-

resentation of a group, whose definition has been given in Chap. 0 and that we return to in

Chap. 2.

The kernel of the homomorphism, denoted ker ρ, is the set of preimages (or antecedents) of

the neutral element in G′: ker ρ = {x ∈ G : ρ(x) = e′}. It is a subgroup of G.

For example, the parity (or signature) of a permutation of Sn defines a homomorphism from

Sn into Z2. Its kernel is made of even permutations: this is alternating group An of order n!/2.

1.1.5 Cosets with respect to a subgroup

Consider a subgroup H of a group G. We define the following relation between elements of G :

g ∼ g′ ⇐⇒ g.g′
−1 ∈ H, (1.8)

which may also be rewritten as

g ∼ g′ ⇐⇒ ∃h ∈ H : g = h.g′ or equivalently g ∈ H.g′ . (1.9)

This is an equivalence relation (check !), called the right equivalence. One defines in a similar

way the left equivalence by

g ∼L g
′ ⇐⇒ g−1.g′ ∈ H ⇔ g ∈ g′.H. (1.10)

This relation (say, right) defines equivalence classes that give a partition of G; if gj is a repre-

sentative of class j, that class, called right-coset, may be denoted H.gj. The elements of H form

by themselves a coset. The set of (say right) cosets is denoted G/H and called the (right) coset

“space”. Its cardinality (the number of cosets) is called the index of H in G and is denoted
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by |G : H|. For example, the (additive) group of even integers H = 2Z is of finite index 2 in

G = Z. In contrast, Z is of infinite index in R.

If H is of finite order |H|, all cosets have |H| elements, and if G is itself of finite order |G|,
it is partitioned into |G : H| = |G|/|H| classes, and one obtains the Lagrange theorem as a

corollary: the order |H| of any subgroup H divides that of G, and the index |G : H| = |G|/|H|
is the order (=cardinality) of the coset space G/H.

The left equivalence gives rise in general to a different partition, but with the same index.

For example, the group S3 has a Z2 subgroup generated by the permutation of the two elements

1 and 2. Exercise: check that the left and right cosets do not coincide.

1.1.6 Invariant subgroups

Consider a group G with a subgroup H. H is an invariant subgroup (one also says normal) if

one of the following equivalent properties holds true

• ∀g ∈ G, ∀h ∈ H, ghg−1 ∈ H ;

• left and right cosets coincide;

• H is equal to all its conjugates ∀g ∈ G, gHg−1 = H.

Exercise: check the equivalence of these three definitions.

The important property to remember is the following:

• If His an invariant subgroup G, the coset space G/H may be given a group structure, and is

called the quotient group.

Note that in general one cannot consider the quotient group G/H as a subgroup of G.
Let us sketch the proof. If g1 ∼ g′1 and g2 ∼ g′2, ∃h1, h2 ∈ H : g1 = h1.g

′
1, g2 = g′2.h2, hence g1.g2 =

h1.(g
′
1.g
′
2).h2 i.e. g1.g2 ∼ g′1.g

′
2 and g−1

1 = g′
−1
1 .h−1

1 ∼ g′
−1
1 . The equivalence relation is thus compatible with

the composition and inverse operations, and if [g1] and [g2] denote two cosets, one defines [g1].[g2] = [g1.g2]

where on the right hand side (rhs), one takes any representative g1 of the coset [g1] and g2 of [g2] ; and likewise

for the inverse. Thus the group structure passes to the coset space. The coset made by H is the neutral element

in the quotient group.

Example of an invariant subgroup: The kernel of a homomorphism ρ of G into G′ is an

invariant subgroup; show that the quotient group is isomorphic to the image ρ(G) ⊂ G′ of G

by ρ. [En effet g ∼ g′ ⇔ ρ(g.g′−1) = e⇔ ρ(g) = ρ(g′).]

1.1.7 Simple, semi-simple groups

A group is simple if it has no non-trivial invariant subgroup (non trivial, i.e. different from {e}
and from G itself). A group is semi-simple if it has no non-trivial abelian invariant subgroup.

Any simple group is obviously semi-simple.

This notion is important in representation theory and in the classification of groups.

Examples : The rotation group in two dimensions is not simple, and not even semi-simple

(why?). [tout ss-groupe Zp est un sous-groupe invariant abélien ] The group SO(3) is simple (non
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trivial proof, see below, section 1.2.2). The group SU(2) is neither simple nor semi-simple, as

it contains the invariant subgroup Z2 = {I,−I}. The group Sn is not simple, for n > 2 (why?).

[le sous-groupe alterné, noyau de l’homom. signature, est un ss-gr invt. Il est non trivial pour n > 2.]

Direct, semi-direct product

Consider two groups G1 and G2 and their direct product G = G1×G2: it is the set of pairs (g1, g2) endowed with

the natural product (g′1, g
′
2).(g1, g2) = (g′1.g1, g

′
2.g2). Obviously its subgroups {(g1, e)} ' G1 and {(e, g2)} ' G2

are invariant subgroups, and G is not simple.

A more subtle construction appeals to the automorphism group of G1 denoted Aut(G1): this is the group of

bijections β of G1 into itself that respect its product (group homomorphism): β(g′1.g1) = β(g′1)β(g1). Suppose

there is a group homomorphism ϕ from another group G2 into Aut(G1): ∀g2 ∈ G2, ϕ(g2) ∈ Aut(G1). We now

define on pairs (g1, g2) the following product

(g′1, g
′
2).(g1, g2) = (g′1.ϕ(g′2)g1, g

′
2.g2) .

Exercise: show that this defines on these pairs a group structure. This is the semi-direct product of G1 and G2

(for a given ϕ) and is denoted G1 oϕ G2. Check that the subgroup {(g1, e)} ' G1 is an invariant subgroup of

G.

Examples : the group of (orientation preserving) motions, generated by translations and rotations in Eu-

clidean Rn, is the semi-direct product of RnoSO(n), with (~a′, R′)(~a,R) = (~a′+R′~a,R′R). Likewise the Poincaré

group in Minkowski space is the semi-direct product R4 o L.

[Conversely is any non simple group a semi-direct product ? See my notes of 1992.]

[Action d’un groupe sur un ensemble. Orbites. Petit groupe (stabilisateur)]

1.2 Continuous groups. Topological properties. Lie groups.

A continuous group (one also says a topological group) is a topological space (hence endowed

with a basis of neighbourhoods that allows us to define notions of continuity etc1) with a group

structure, such that the composition and inverse operations (g, h) 7→ g.h and g 7→ g−1 are

continuous functions. In other words, if g′ is nearby g (in the sense of the topology of G), and

h′ nearby h, then g′.h′ is nearby g.h and g′−1 is nearby g−1.

The matrix groups presented at the beginning of this chapter all belong to this class of

topological groups, but there are also groups of “infinite dimension” like the group of diffeo-

morphisms invoked in General Relativity, or of gauge transformations in gauge theories.

Let us first study some topological properties of these continuous groups.

1.2.1 Connectivity

A group may be connected or not. If G is not connected, the connected component of the

identity (i.e. of the neutral element) is an invariant subgroup.

One may be interested in the connectivity in the general topological sense (a topological space E is connected

if its only subspaces that are both open and closed are E and ∅), but we shall be mainly concerned by the arc

connectivity: for any pair of points, there exists a continuous path in the space (here the group) that joins them.

1See Appendix B for a reminder of some points of vocabulary. . .
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E
x

1x

2

x
0

Figure 1.1: The paths x1 and x2 are homotopic. But none of them is homotopic to the “trivial”

path that stays at x0. The space is not simply connected.

Show that the connected component of the identity is an invariant subgroup for both definitions. Ref. [K-S,

Po]. [Pour la connectivité par arcs, facile : si h(t) est une trajectoire continue de e à h, pour tout g, g.h(t).g−1

en est une de e à g.h.g−1, cqfd. ]

Examples. O(3) is disconnected and the connected component of the identity is SO(3);

for the Lorentz group L=O(1,3), the connected component of I is its proper orthochronous

subgroup L↑+, (see Chap. 0), the other “sheets” then result from the application on it of parity

P , of time reversal T and their product PT . . .

1.2.2 Simple connectivity. Homotopy group. Universal covering

The notion of simple connectivity should not be mistaken for the previous one.

As it does not apply only to groups, consider first an arbitrary topological space E. Let us

consider closed paths (or “loops”) drawn in the space, with a fixed end-point x0, i.e. continuous

maps x(t) from [0, 1] into E such that x(0) = x(1) = x0. Given two such closed paths x1(.)

and x2(.) from x0 to x0, can one deform them continuously into one another? In other words,

is there a continuous function f(t, ξ) of two variables t, ξ ∈ [0, 1], taking its values in the space

E, such that

∀ξ ∈ [0, 1] f(0, ξ) = f(1, ξ) = x0 : closed paths (1.11)

∀t ∈ [0, 1] f(t, 0) = x1(t) f(t, 1) = x2(t) : interpolation .

If this is the case, one says that the paths x1 and x2 are homotopic (this is an equivalence

relation between paths), or equivalently that they belong to the same homotopy class, see Fig.

1.1.

One may also compose paths: If x1(.) and x2(.) are two paths from x0 to x0, their product

x2 ◦ x1 also goes from x0 to x0 by following first x1 and then x2. The inverse path of x1(.) for

that composition is the same path but followed in the reverse direction: x−1
1 (t) := x1(1 − t).

Both the composition and the inverse are compatible with homotopy: if x1 ∼ x′1 and x2 ∼ x′2,

then x2 ◦ x1 ∼ x′2 ◦ x′1 and x−1
1 ∼ x′1

−1. These operations thus pass to classes, giving the set of

homotopy classes a group structure: this is homotopy group π1(E, x0). Hence, a representative

of the identity class is given by the “trivial” path, x(t) = x0, ∀t. One finally shows that in

a connected space, homotopy groups relative to different end-points x0 are isomorphic; if E is
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a connected group, see below, one may take for example the base point x0 to be the identity

x0 = e. One may thus talk of the homotopy group (or fundamental group) π1(E). For more

details, see for example [Po], [DNF].

If all paths from x0 to x0 may be continuously contracted into the trivial path {x0}, π1(E)

is trivial, and E is said to be simply connected. In the opposite case, one may prove and we

shall admit that one may construct a space Ẽ, called the universal covering space of E, such

that Ẽ is simply connected and that locally, E and Ẽ are homeomorphic. This means that

there exists a continuous and surjective mapping p from Ẽ to E such that any point x in Ẽ has

a neighborhood Vx and that Vx 7→ p(Vx) is a homeomorphism, i.e. a bicontinuous bijection 2.

The universal covering space Ẽ of E is unique (up to a homeomorphism).

Let us now restrict ourselves to the case where E = G, a topological group. Then one shows

that its covering G̃ is also a group, the universal covering group, and moreover, that the map

p is a group homomorphism of G̃ into G. Its kernel which is an invariant subgroup of G̃, is

proved to be isomorphic to the homotopy group π1(G) ([Po], sect. 51). The quotient group is

isomorphic to G

G̃/π1(G) ' G , (1.12)

(according to a general property of the quotient group by the kernel of a homomorphism, cf.

sect. 1.1.6).
One may construct the universal covering group G̃ by considering paths that join the identity e to a point g,

and their equivalence classes under continuous deformation with fixed ends. G̃ is the set of these equivalence

classes. It is a group for the multiplication of paths defined as follows: if two paths g1(t) and g2(t) join e to g1

and to g2 respectively, the path g1(t).g2(t) joins e to g1.g2. This composition law is compatible with equivalence

and gives G̃ a group structure and one shows that G̃ is simply connected (cf. [Po] sect. 51). The projection p

of G̃ into G associates with any class of paths their common end-point. One may verify that this is indeed a

local homeomorphism and a group homomorphism, and that its kernel is the homotopy group π1(G).

Example : The group G =U(1) of complex numbers of modulus 1, seen as the unit circle

S1, is non simply connected: a path from the identity 1 to 1 may wind an arbitrary number

of times around the circle and this (positive or negative) winding number characterizes the

different homotopy classes: the homotopy group is π1(U(1)) = Z . The group G̃ is nothing

else than the additive group R and may be visualised as a helix above U(1). The quotient is

R/Z ' U(1), which must be interpreted as the fact that a point of U(1), i.e. an angle, is a real

number modulo an integer multiple of 2π. One may also say that π1(S1) = Z. More generally

one may convince oneself that for spheres, π1(Sn) is trivial (all loops are contractible) as soon

as n > 1 3 [think of a rubber band on an orange ].

Another fundamental example: The rotation group SO(3) is not simply connected, as fore-

seen in Chap. 0. To see this fact, represent the rotation Rn(ψ) by the point x = tan ψ
4
n of an

auxiliary space R3; all these points are in the ball B3 of radius 1, with the identity rotation at

the center and rotations of angle π on the sphere S2 = ∂B3, but because of Rn(π) = R−n(π) ,

(see Chap 0, sect. 1.1), diametrically opposed points must be identified. It follows that there

2“bicontinuous” means that the map and its inverse are both continuous.
3For example, π1(S2) = 0 and “you cannot lasso a basketball” as S. Coleman puts it !
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Figure 1.2: (a) The group U(1), identified with the circle and its universal covering group R,

identified with the helix. An element g ∈ U(1) is lifted to points · · ·, g−1, g0, g1,· · · on the helix.

(b) In the ball B3 representing SO(3), the points y and −y of the surface are identified. A

path going from x to x via y and −y is thus closed but non contractible: SO(3) is non simply

connected.

exists in SO(3) closed loops that are non contractible: a path from x to x passing through two

diametrically opposed points on the sphere S2 must be considered as closed but is not con-

tractible (Fig. 1.2.b). There exist two classes of non homotopic closed loops from x to x and

the group SO(3) is doubly connected, i.e. its homotopy group is π1(SO(3)) = Z2. In fact, we al-

ready know the universal covering group of SO(3): it is the group SU(2), which has been shown

to be homeomorphic to the sphere S3, hence is simply connected, and for which there exists a

homomorphism mapping it to SO(3), according to ±Un(ψ) = ±(cos ψ
2
− i sin ψ

2
σ.n) 7→ Rn(ψ),

see Chap. 0, sect. 1.2.

This property of SO(3) to be non simply connected may be illustrated by various home experiments,

the precise interpretation of which may not be obvious, such as “Dirac’s belt” and “Feynman’s plate”, see

http://gregegan.customer.netspace.net.au/APPLETS/21/21.html

and http://www.math.utah.edu/~palais/links.html for nice animations, and V. Stojanoska and O. Stoytchev,

Mathematical Magazine, 81, 2008, 345-357, for a detailed discussion involving the braid group.

[Quelle est la relation de la paramétrisation de SU(2) comme sphère S3 avec la paramétrisation précédente

de SO(3) dans la boule de R3? Rép : la boule apparâıt comme la section équatoriale de la sphère S3, avec

projection stéréogr. cf Cl.Itz.]

The same visualisation of rotations by the interior of the unit ball also permits to understand the above

assertion that the group SO(3) is simple. Suppose it is not, and let R = Rn(ψ) be an element of an invariant

subgroup of SO(3), which also contains all the conjugates of R (by definition of an invariant subgroup). These

conjugates are represented by points of the sphere of radius tanψ/4. The invariant subgroup containing Rn(ψ)

and points that are arbitrarily close to its inverse R−n(ψ) contains also points that are arbitrarily close to the

identity, which by conjugation, fill a small ball in the vicinity of the identity. It remains to show that the

products of such elements fill all the bowl, i.e. that the invariant subgroup may only be SO(3) itself; this is in

fact true for any connected Lie group, as we shall see below.

Other examples: classical groups. One may prove that

• the groups SU(n) are all simply connected, for any n, whereas π1(U(n)) = Z;
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• for the group SO(2)∼= U(1), we have seen that π1(SO(2))= Z;

• for any n > 2, SO(n) is doubly connected, π1(SO(n))= Z2, and its covering group is called

Spin(n). Hence Spin(3)=SU(2).

[On montre π1(Sp(n))= 0 et π1(U(n))= Z] The notion of homotopy, i.e. of continuous deformation, that

we have just applied to loops, i.e. to maps of S1 into a manifold V (a group G here), may be extended to maps

of a sphere Sn into V. Even though the composition of such maps is less easy to visualise, it may be defined

and is again compatible with homotopy, leading to the definition of the homotopy group πn(V). For example

πn(Sn) = Z. See [DNF] for more details and the determination of these groups πn. This notion is important

in physics to describe topological defects, solitons, instantons, monopoles, etc. See Fig. 1.3 for vortex and

anti-vortex configurations of unit vectors in 2 dimensions, of respective winding number (or vorticity) ±1.

Figure 1.3: Two configurations of unit vectors realizing homotopically non trivial mappings

S1 → S1. Those are respectively the vortex and anti-vortex of the XY model of statistical

mechanics, see for example http://www.ibiblio.org/e-notes/Perc/xy.htm for more details

and nice figures.

1.2.3 Compact and non compact groups

If the domain D in which the parameters of the group G take their values is compact, G is said

to be a compact group.

Recall the definition and some of the many properties of a compact space E. A topological (separated)

space E is compact if from any covering of E by open sets Ui, one may extract a covering by a finite number

of them. Then from any infinite sequence in E one may extract a converging subsequence. Any real continuous

function on E is bounded, etc. For a subset D of Rd, being compact is equivalent to being closed and bounded.

Examples. The unitary groups U(n) and their subgroups SU(n), O(n), SO(n), USp(n/2)

(n even), are compact. The groups SL(n,R) or SL(n,C), Sp(n,R) or Sp(n,C), the translation

group in Rn, the Galilean group, the Lorentz and Poincaré groups are not, why ?

1.2.4 Haar invariant measure

When dealing with a finite group, one often considers sums over all elements of the group and

makes use of the “rearrangement lemma”, in which one writes

∀g′ ∈ G
∑
g∈G

f(g′g) =
∑

h=g′g∈G

f(g′g) =
∑
g∈G

f(g) ,
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(left invariance), the same thing with g′g changed into gg′ (right invariance), and also∑
g∈G

f(g−1) =
∑
g−1∈G

f(g−1) =
∑
g∈G

f(g) .

Can one do similar operations in continuous groups, the finite sum being replaced by an

integral, which converges and enjoys the same invariances ? This requires the existence of an

integration measure, with left and right invariance, and invariance under inversion:

dµ(g) = dµ(g′.g) = dµ(g.g′) = dµ(g−1)

such that
∫
dµ(g)f(g) be finite for any continuous function f on the group.

One may prove (and we admit) that

• if the group is compact, such a measure exists and is unique up to a normalization.

This is the Haar measure.

For example, in the unitary group U(n), one may construct explicitly the Haar measure,

using the method proposed in Chap. 0, Appendix 0: one first defines a metric on U(n) by

writing ds2 = tr dU.dU † in any parametrization; this metric is invariant under U → UU ′ or

U → U ′U and by U → U−1 = U †; the measure dµ(U) that follows has the same properties.

See Appendix C for the explicit calculation for SU(2) and U(n), and more details in the TD.
Conversely if the group is non compact, left and right measures may still exist, they may even coincide, (for

non compact abelian or semi-simple groups) but their integral over the group diverges.

Thus, if G is locally compact, (i.e. any point has a basis of compact neighbourhoods), one proves that

there exists a left invariant measure, unique up to a multiplicative constant. There exists also a right invariant

measure, but they may not coincide. For example, take

G =

{(
y x

0 1

)∣∣∣x, y ∈ R, y > 0

}

one easily checks that dµL(g) = y−2dxdy , dµR(g) = y−1dxdy are left and right invariant measures, re-

spectively, and that their integrals diverge. See [Bu]. [La conjugaison étant un automorphisme de G, la

mesure dµL(h−1gh) = δ(h)dµL(g), avec δ(h) > 0 et on vérifie aisément que δ(g) est un “quasi-character”:

δ(g)δ(h) = δ(gh). Or par l’invariance à gauche, ∀f ,
∫
f(gh)dµL(h) =

∫
f(h)dµL(h), donc

δ(g)

∫
f(h)dµL(h) =

∫
f(g.g−1.h.g)dµL(h) =

∫
f(hg)dµL(h) =

donc en appliquant cette identité à δf et en divisant par δ(g)∫
f(h)δ(h)dµL(h) =

∫
f(hg)δ(h)dµL(h)

i.e. δ(g)dµL(g) est une mesure invariante à droite. Dans l’exemple précédent, δ(x, y) = y, comme il le faut pour

retrouver dµR à partir de dµL. ]

1.2.5 Lie groups

Imposing more structure on a continuous group leads us in a natural way to the notion of Lie

groups.
According to the usual definition, a Lie group is a topological group which is also a differentiable manifold

and such that the composition and inverse operations G × G → G and G → G are infinitely differentiable
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functions. One sometimes also requests them to be analytic real functions, i.e. functions for which the Taylor

series converges to the function. That the two definitions coexist in the literature is a hint that the weakest

(infinite differentiability) implies the strongest. In fact, according to a remarkable theorem (Montgomery and

Zippen, 1955), much weaker hypotheses suffice to ensure the Lie group property.

A topological connected group which is locally homeomorphic to Rd, for some finite d, is a Lie group. In other

words, the existence of a finite number of local coordinates, together with the properties of being a topological

group (continuity of the group operations), are sufficient to imply the analyticity properties ! 4 This shows that

the structure of Lie group is quite powerful and rigid. There exist, however, infinite dimensional Lie groups.

[Hilbert’s 5th problem (Montgomery-Zippen Theorem) proved that for any topological group, there is at

most one differentiable structure on it that endows it with a Lie group structure. Consequently, one may assume

that a Lie group has C1 charts, and it will turn out that they are in fact real-analytic. [Jack Hall thesis]]

[équation fonct. f continue, f(x)f(y) = f(x+ y). Soit F la primitive F (x) =
∫ x

0
f(x′)dx′. On a F (x+ y)−

F (x) =
∫ x+y

x
f(x′)dx′ =

∫ y
0
f(x′ + x)dx′ = f(x)F (y). Donc F (x + y) = F (x) + f(x)F (y) = F (y) + f(y)F (x),

donc (f(y)− 1)F (x) = (f(x)− 1)F (y), i.e. (f(x)− 1)/F (x) est indépendant de x, donc F ′(x)− 1 = kF (x) etc.

]

[Pour échapper au théorème de M–Z, il faut aller chercher des exemples non triviaux. Par exemple : [Robert

Coq.] Soit M une variété différentiable de dimension finie et G un groupe de Lie (de dimension finie ou infinie)

et on considère le groupe C∞(M,G) des applications infiniment différentiables de M dans G. Lorsque M n’est

pas compacte, ce groupe C∞(M,G) n’est pas – en général – de Lie. Voir arXiv:math/0703460v2 [math.DG] 16

Mar 2007]

To avoid a mathematical discussion unnecessary for our purpose, we shall restrict ourselves

to continuous groups of finite size matrices. In such a group, the matrix elements of g ∈ G

depend continuously on real parameters (ξ1, ξ2, · · · ξd) ∈ D ⊂ Rd, and in the group operations

g(ξ′′) = g(ξ′).g(ξ), and g(ξ)−1 = g(ξ′′), the ξ
′′i are continuous (in fact analytic) functions of the

ξj (and ξ′j). Such a group is called a Lie group, and d is its dimension.
More precisely, in the spirit of differential geometry, one has in general to introduce several domains Dj ,

with continuous (in fact analytic) transition functions between coordinate charts, etc.

[Le théorème d’Ado dit que toute alg de Lie admet une representation fidèle sur une alg de matrices. La

propert n’est pas vraie pour un groupe. Ainsi soit

N =


1 a c

0 1 b

0 0 1

 , a, b, c ∈ R

 et Z =


1 0 n

0 1 0

0 0 1

 , n ∈ Z


Z est un sous-groupe invariant de N , mais le groupe de Lie N/Z ne peut être considéré comme un groupe de

matrices. Voir dans Dubrovin et al (vol 2, chap 1, §3.2) un autre exemple de même nature : un groupe a un

sous-groupe à un paramètre qui intersecte un nombre infini de fois le centre sans être contenu dans ce centre.

Ceci est incompatible avec l’existence d’une representation fidèle de G dans un GL(n). Hilbert’s 5th problem:

Lie’s Concept of a Continuous Group of Transformations without the Assumption of the Differentiability of

the Functions Defining the Group. Definition. Define a Lie group to be a group which has the structure of a

C∞ differentiable manifold, such that the group operations are smooth. Clearly Lie groups are locally compact

since they are locally Euclidean. 5.1. Theorem (Gleason-Montgomery-Zippen). Let G be a locally Euclidean

4For an elementary example of such a phenomenon, consider a function f of one real variable, satisfying

f(x)f(y) = f(x + y). Under the only assumption of continuity, show that f(x) = exp kx, hence that it is

analytic !
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topological group which is connected. Then G admits a differentiable manifold structure making it into a Lie

group. Proof. This is difficult. The proof constitutes an affirmative solution to Hilbert’s fifth problem. [MZ55].

]

Examples : all the matrix groups presented in §1.1 are Lie groups. Check that the dimension

of U(n) is n2, that of SU(n) is n2−1, that O(n) or SO(n) is n(n−1)/2. What is the dimension

of Sp(2n,R) ? of the Galilean group in R3? of the Lorentz and Poincaré groups ?
Show that dim(Sp(2n,R))=dim(USp(n))=dim(SO(2n+ 1)). We shall see below in Chap. 3 that this is not

an accident. [n(2n+ 1)]

The study of a Lie group and of its representations involves two steps: first a local study of

its tangent space in the vicinity of the identity (its Lie algebra), and then a global study of its

topology, i.e. an information not provided by the local study.

1.3 Local study of a Lie group. Lie algebra

1.3.1 Algebras and Lie algebras. Definitions

Let us first recall the definition of an algebra.

An algebra is a vector space over a field (for physicists, R or C), endowed with a product

denoted X ∗ Y , (not necessarily associative), bilinear in X and Y

(λ1X1 + λ2X2) ∗ Y = λ1X1 ∗ Y + λ2X2 ∗ Y (1.13)

X ∗ (µ1Y1 + µ2Y2) = µ1X ∗ Y1 + µ2X ∗ Y2 . (1.14)

Examples: the set M(n,R) or M(n,C) of n× n matrices with real, resp. complex coefficients,

is an associative algebra for the usual matrix product. The set of vectors of R3 is a (non

associative !) algebra for the vector product (denoted ∧ in the French literature, and × in the

anglo-saxon one).

A Lie algebra is an algebra in which the product, denoted [X, Y ] and called Lie bracket, has

the additional properties of being antisymmetric and of satisfying the Jacobi identity

[X, Y ] = −[Y,X] (1.15)

[X1, [X2, X3]] + [X2, [X3, X1]] + [X3, [X1, X2]] = 0 . (1.16)

[Jacobi donne le défaut d’associativité [X1, [X2, X3]]− [[X1, X2], X3] = −[X2, [X3, X1]].]

Examples : Any associative algebra for a product denoted ∗, in particular any matrix

algebra, is a Lie algebra for a Lie bracket defined by the commutator

[X, Y ] = X ∗ Y − Y ∗X .

The bilinearity and antisymmetry properties are obvious, and verifying the Jacobi identity

takes one line. Another example: the space R3 with the above-mentionned vector product is in

fact a Lie algebra, with the Jacobi identity following from the “double vector product” formula,
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u × (v × w) = (u.w)v − (u.v)w. If we write (v ∧ w)i = εijkvjwk in terms of the completely

antisymmetric tensor ε, the Jacobi identity is indeed what we encountered in (0.27).

(See Chap. 0, (0.27).)

1.3.2 Tangent space in a Lie group

Consider a Lie group G and a one-parameter subgroup g(t), where t is a real parameter taking

values in a neighborhood of 0, with g(0) = e; in other words, g(t) is a curve in G, assumed to

be differentiable, and passing through the identity, and one assumes that (for t near 0)

g(t1)g(t2) = g(t1 + t2) g−1(t) = g(−t) . (1.17)

The composition law in this subgroup locally amounts to the addition of parameters t; thus,

locally, this one-parameter subgroup is isomorphic to the abelian group R. It is then natural

to differentiate

g(t+ δt) = g(t)g(δt) ⇔ g−1(t)g(t+ δt) = g(δt) . (1.18)

As we have chosen to restrict ourselves to matrix groups, (with e ≡ I, the identity matrix), we

may write the linear tangent map in the form

g(δt) = I + δtX + · · ·

which defines a vector X in the tangent space. One may also write

X =
d

dt
g(t)

∣∣∣
t=0

, (1.19)

this is the velocity at t = 0 (or at g = e) along the curve. Equation (1.18) thus reads

g′(t) = g(t)X . (1.20)

As usual in differentiable geometry, (see Appendix B.3), the tangent space TeG at e to the

group G, which we denote g from now on, is the vector space generated by the tangent vectors

to all one-parameter subgroups (i.e. all velocity vectors at t = 0). If coordinates ξα of G have

been chosen in the vicinity of e (≡ I), a tangent vector is a differential operator X = Xα ∂
∂ξα

.

The dimension (as a vector space) of this tangent space is equal to the dimension of the (group)

manifold defined above as the number of (real) parameters, dim g = dimG.

In the case of a group G ⊂ GL(n,R) to which we are restricting ourselves, X ∈ g ⊂M(n,R),

the set of real n × n matrices, and one may carry out all calculations in that algebra. In

particular, one may integrate (1.20) as

g(t) = exp tX =
∑
n=0

tn

n!
Xn , (1.21)

a converging sum. (In fact, the assumption that the group is a matrix group may be relaxed,

provided one makes sense out of the map exp from g to G, a map that enjoys some of the usual

properties of the exponential, see Appendix B.4.)

J.-B. Z M2 ICFP/Physique Théorique 2012 October 7, 2015
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1.3.3 Relations between the tangent space g and the group G

1. If G is the linear group GL(n,R), g is the algebra of real n× n matrices, denoted M(n,R).

If G is the group of unitary matrices U(n), g is the space of anti-Hermitian n × n matrices.

[dX = U†dU = −dX†] Moreover they are traceless if G = SU(n). Likewise, for the orthogonal

O(n) group, g is made of skew-symmetric, hence traceless, matrices.
For the symplectic group G =USp(n), g is generated by “anti-selfdual” quaternionic matrices, see Appendix A.

For each of these cases, check that the characteristic property (anti-Hermitian, skew-symmetric,

tracelessness, . . . ) is preserved by the commutator, thus making g a Lie algebra.

2. The exponential map plays an important role in the reconstruction of the Lie group G from

its tangent space g. One may prove, and we admit, that

• the map X ∈ g 7→ eX ∈ G is bijective in the neighborhood of the identity;

• it is surjective (= every element in G is reached) if G is connected and compact;

• it is injective (any g ∈ G has only one antecedent) only if G is simply connected. An

example of non-injectivity is provided by G =U(1), for which g = iR and all the i(x+2πk),

k ∈ Z have the same image by exp. The converse is in general wrong: for example in

SU(2) which is simply connected, if n is a unit vector, eiπn.σσσ = −I, hence all elements

iπ n.σσσ of g =su(2) have the same image!

? Example of a non-compact group for which the exp map is non surjective: G=SL(2,R), for which g=sl(2,R),

the set of real traceless matrices. For any A ∈ g, hence traceless, use its characteristic equation to show that

tr A2n+1 = 0, tr A2n = 2(−detA)n, hence tr eA = 2 cosh
√
−detA ≥ −2. There exist in G, however, matrices

of trace < −2, for instance diag (−2,− 1
2 ).

? For a non compact group, the exp map may still be useful. One may prove that any element of a matrix

group may be written as the product of a finite number of exponentials of elements in its Lie algebra. [Cornwell

p 151].

? Observe that one still has det eX = etrX , a property easily established if X belongs to the set of diago-

nalizable matrices. As the latter are dense in M(d,R), the property holds true in general.

1.3.4 The tangent space as a Lie algebra

Let us now show that the tangent space g of G at e ≡ I has a Lie algebra structure. Given two

one-parameter groups generated by two independent vectors X and Y of g, we measure their

lack of commutativity by constructing their commutator (in a sense different from the usual

one!) g = etXeuY e−tXe−uY ; for small t ∼ u, this g is close to the identity, and may be written

g = expZ, Z ∈ g. Compute Z to the first non trivial order

etXeuY e−tXe−uY = (I + tX + 1
2
t2X2)(I + uY + 1

2
u2Y 2)(I − tX + 1

2
t2X2)(I − uY + 1

2
u2Y 2)

= I + (XY − Y X)tu+O(t3) . (1.22)

The computation has been carried out in the associative algebra of matrices, the neutral element

being denoted I. All the neglected terms are of third order since t ∼ u. To order 2, one thus
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sees the appearance of the commutator in the usual sense, XY − Y X, i.e. the Lie bracket of

matrices X and Y . In general, for an arbitrary Lie group, the bracket is defined by

etXeuY e−tXe−uY = eZ , Z = tu[X, Y ] +O(t3) (1.23)

and one proves that this bracket has the properties (1.15) of a Lie bracket.
This fundamental result follows from a detailed discussion of the local form of the group operations in a Lie

group (“Lie equations”, see for example [OR]).

• Adjoint map in the Lie algebra g. Baker-Campbell-Hausdorff formula

Let us introduce a handy notation. For any X ∈ g, let adX be the linear operator in the Lie

algebra defined by

Y 7→ (adX)Y := [X, Y ] , (1.24)

hence

(ad pX)Y = [X, [X, · · · [X, Y ] · · · ]]

with p brackets (commutators).

Given two elements X and Y in g, and eX and eY the elements they generate in G, does

there exist a Z ∈ g such that eXeY = eZ ? The answer is yes, at least for X and Y small

enough.

Note first that if [X, Y ] = 0, the ordinary rules of computation apply and Z = X + Y . In

general, the Baker-Campbell-Hausdorff formula, that we admit, gives an explicit expression of

Z.

eXeY = eZ

Z = X +

∫ 1

0

dtψ(exp adX exp t adY )Y (1.25)

where ψ(.) is the function

ψ(u) =
u lnu

u− 1
= 1 +

1

2
(u− 1)− 1

6
(u− 1)2 + · · · , (1.26)

which is regular at u = 1. The first terms in the expansion in powers of X and Y read explicitly

Z = X + Y +
1

2
[X, Y ] +

1

12

(
[X, [X, Y ]] + [Y, [Y,X]]

)
+ · · · (1.27)

This complicated formula has some useful particular cases. Hence if X and Y commute with [X,Y ], (1.25)

boils down to

eXeY = eX+Y+ 1
2 [X,Y ] = eX+Y e

1
2 [X,Y ] , (1.28)

a formula that one may prove directly using the general identity

eXY e−X =

∞∑
0

1

n!
ad nX Y (1.29)
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(which is nothing else than the Taylor expansion at t = 0 of etXY e−tX evaluated at t = 1), and writing and

solving the differential equation satisfied by f(t) = etX etY , f(0) = 1

f ′(t) = (X + etXY e−tX)f(t) (1.30)

= (X + Y + t[X,Y ])f(t) . (1.31)

On the other hand, to first order in Y , one may replace the argument of ψ in (1.25) by exp adX and then

Z = X +

∞∑
n=0

Bn
n!

(−1)n (adX)
n
Y + O(Y 2) (1.32)

where the Bn are the Bernoulli numbers: t
et−1 =

∑
0Bn

tn

n! , B0 = 1, B2 = 1
6 , B4 = − 1

30 and, beside B1 = − 1
2 ,

all B of odd index vanish. Still to first order in Y , one has also

eX+Y = eX +

∫ 1

0

dt etXY e(1−t)X + O(Y 2)

which is obtained by writing and solving the differential equation satisfied by F (t) = exp t(X + Y ). exp−tX.

The convergence of these expressions may be proven for X and Y small enough. Note that

this BCH formula makes only use of the ad map in the Lie algebra, and not of the ordinary

matrix multiplication in GL(d,R). This is what makes it a canonical and universal formula.

1.3.5 An explicit example: the Lie algebra of SO(n)

From the definition of elements of g as tangent vectors in G at e ≡ I, or else from the construc-

tion of one-parameter subgroups associated with each X ∈ g, follows the interpretation of X

as “infinitesimal generator” of the Lie group G. The actual determination of the Lie algebra of

a given Lie group G may be done in several ways, depending on the way the group is defined

or represented.

If one has an explicit parametrization of the elements of G in terms of d real parameters,

infinitesimal generators are obtained by differentiation wrt these parameters. See in Chap. 0,

the explicit cases of SO(3) and SU(2) treated in that way.

If the group has been defined as the invariance group of some quadratic form in variables x,

one may derive an expression of the infinitesimal generators as differential operators in x. Let

us illustrate it on the group O(n), the invariance group of the form
∑n

i=1 x
2
i in Rn. The most

general linear transformation leaving that form invariant is x → x′ = Ox, with O orthogonal.

In an infinitesimal form, O = I + ω, and ω = −ωT is an arbitrary skew-symmetric real matrix.

An infinitesimal transformation of the form δxi = ωijx
j may also be written

δxi = ωijx
j = −1

2
ωklJklx

i (1.33)

Jkl = xk∂l − xl∂k : Jklx
i = xkδil − xlδik (1.34)

(note that we allow to raise and lower freely the indices, thanks to the signature (+)n of the

metric). This yields an explicit representation of infinitesimal generators of the so(n) algebra

as differential operators. It is then a simple matter to compute the commutation relations5

[Jij, Jkl] = δilJjk − δikJjl − δjlJik + δjkJil . (1.35)

5Note that wrt to the calculation carried out in the O(1,3) group in Chap. 0, § 0.6.2, we have changed our

conventions and use here anti-Hermitian generators.
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(In other words, the only non-vanishing commutators are of the form [Jij, Jik] = −Jjk for any

triplet i 6= j 6= k 6= i, and those that follow by antisymmetry in the indices.)

One may proceed in a different way, by using a basis of matrices in the Lie algebra, regarded

as the space of skew-symmetric n×n matrices. Such a basis is provided by matrices Aij labelled

by pairs of indices 1 ≤ i < j ≤ n, with matrix elements

(Aij)
l
k = δikδjl − δilδjk .

Hence the matrix Aij has only two non vanishing (and opposite) elements, at the intersection of

the i-th row and j-th column and vice versa. Check that these matrices Aij have commutation

relations given by (1.35).
Exercise : repeat this discussion and the computation of commutation relations for the group SO(p, q) of

invariance of the form
∑p
i=1 x

2
i −
∑p+q
i=p+1 x

2
i . It is useful to introduce the metric tensor g = diag ((+1)p, (−1)q).

A physical application: Noether currents for the “O(n) model”

A field theory frequently considered (see F. David’s course and Chap. 4) is the O(n) model.

Its Lagrangian, written here in the Euclidean version of the theory and for a real bosonic field

φφφ = {φk} with n components,

L =
1

2
(∂φφφ)2 +

1

2
m2φφφ2 +

λ

4
(φφφ2)2 (1.36)

is invariant under O(n) rotations. The Noether currents are derived from infinitesimal transfor-
mations of the previous type δφφφ =

∑
i<j δω

ijAijφφφ, or, in components, δφk =
∑

i<j δω
ij(Aij)

k
l φ

l,

namely (up to a possible factor) j
(ij)
µ = ∂L

∂∂µφk
(Aij)

k
l φ

l = ∂µφk(Aij)
k
l φ

l. Using the antisym-
metry of matrices A and the Euler–Lagrange equations, show that these currents are indeed
divergenceless, which implies the conservation of dim so(n) = 1

2
n(n− 1) “charges”.

1.3.6 An example of infinite dimension: the Virasoro algebra

In these notes, we are restricting our attention to Lie groups and algebras of finite dimension. Let us give here

an example of infinite dimension. One considers diffeomorphisms z 7→ z′ = f(z) where f is an analytic (holo-

morphic) function of its argument except maybe at 0 and at infinity. (One also speaks of the “diffeomorphisms

of the circle”.) This is obviously a group and an infinite dimensional manifold, which manifests itself in the

algebra of infinitesimal diffeomorphisms z 7→ z′ = z + ε(z), generated by differential operators `n

`n = −zn+1 ∂

∂z
, n ∈ Z (1.37)

which satisfy

[`n, `m] = (n−m)`n+m . (1.38)

This Lie algebra is the Witt algebra. A modified form of this algebra, with a central extension (see. Chap.

2), i.e. with an additional “central” generator c commuting with all generators, is called Virasoro algebra and

appears naturally in physics. Calling Ln and c the generators of that algebra

[Ln, Lm] = (n−m)Ln+m +
c

12
n(n2 − 1)δn,−m [c, Ln] = 0 . (1.39)

(The Ln may be thought of as quantum realizations of the operators `n, with the c term resulting from quantum

effects. . . )
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Check that the Jacobi identity is indeed satisfied by this algebra. One proves that this is the most general

central extension of (1.38) that respects the Jacobi identity. Show that the subalgebra generated by L±1, L0 is

not affected by the central term. What is the geometric interpretation of the corresponding transformations?

The Virasoro algebra plays a central role in the construction of conformal field theories in 2d and in their

application to two-dimensional critical phenomena and to string theory. More details in [DFMS].

1.4 Relations between properties of g and G

Let us examine how properties of G translate in g.

1.4.1 Simplicity, semi-simplicity

Let us define the infinitesimal version of the notion of invariant subgroup. An ideal (also

sometimes called an invariant subalgebra) in a Lie algebra g is a subspace I of g which is stable

under multiplication (defined by the Lie bracket) by any element of g, i.e. such that [I, g] ⊂ I.

The ideal is called abelian si [I, I] = {0}.
A Lie algebra g is simple if g has no other ideal than {0}. It is semi-simple if g has no other

abelian ideal than {0}.
Example. Consider the Lie algebra of SO(4), denoted so(4), see the formulae given in (1.35)

for so(n). It is easy to check that the combinations

A1 :=
1

2
(J12 − J34), A2 =

1

2
(J13 + J24), A3 :=

1

2
(J14 − J23)

commute with

B1 :=
1

2
(J12 + J34), B2 =

1

2
(−J13 + J24), B3 :=

1

2
(J14 + J23)

and that

[Ai, Aj] = εijkAk [Bi, Bj] = εijkBk , [Ai, Bj] = 0

where one sees two commuting copies of so(3). One writes so(4)=so(3)⊕ so(3). Obviously the

algebra so(4) is not simple, but it is semi-simple.
Notice the difference between this case of so(4) and the case of the algebra so(1,3) studied in Chap. 0, § 0.6.2.

There, the indefinite signature forced us to complexify the algebra to “decouple” the two copies of the algebra

so(3).

One has the following relations

G simple =⇒ g simple

G semi-simple =⇒ g semi-simple

but the converse is not true ! Several different Lie groups may have the same Lie algebra, e.g.

SO(3) which is simple, and SU(2) which is not semi-simple, as seen above in §1.1.7. 6

6Beware! Some authors call “simple” any Lie group whose Lie algebra is simple. This amounts to making a

distinction between the concepts of simple group and simple Lie group. The latter is such that it has no non

trivial invariant Lie group. Thus the Lie group SU(2) is a simple Lie group but not a simple group, as it has an

invariant subgroup Z2 which is not of Lie type. . .
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1.4.2 Compacity. Complexification

A semi-simple Lie algebra is said to be compact if it is the Lie algebra of a compact Lie group.
At first sight, this definition looks non intrinsic to the algebra and seems to depend on the Lie group from which

it derives. We shall see below that a condition (Cartan criterion) allows to remove this dependance.

At this stage one should examine the issue of complexification. Several distinct groups may

have different Lie algebras, that become isomorphic when the parameters are complexified. For

instance, the groups O(3) and O(2,1), the first compact, the second non compact, have Lie

algebras

o(3)


X1 = z∂y − y∂z
X2 = x∂z − z∂x
X3 = y∂x − x∂y

[X1, X2] = y∂x − x∂y = X3 etc

o(2, 1)


X̃1 = z∂y + y∂z

X̃2 = x∂z + z∂x

X̃3 = y∂x − x∂y

[X̃1, X̃2] = y∂x − x∂y = X̃3

[X̃2, X̃3] = −z∂y − y∂z = −X̃1

[X̃3, X̃1] = −x∂z − z∂x = −X̃2

(1.40)

that are non isomorphic on the real numbers, but iX̃1, iX̃2 and −X̃3 verify the o(3) algebra.

The algebras o(3) and o(2,1) are said to have the same complexified form gc, or else, to be

two real forms of gc, but only one of them, namely o(3), (or so(3)=su(2)), is compact. This

complexified form is the sl(2,C) algebra, of which sl(2,R) is another non compact real form.

(See Exercise B and TD).
The algebras so(4) and so(1,3) studied above and in Chap. 0 provide another example of

two algebras, which are two non-isomorphic real forms of the same complexified form.
Another example is provided by sp(2n,R) and usp(n). (See Appendix A).

More generally, one may prove ([FH] p. 130) that

• any semi-simple complex Lie algebra has a unique real compact form.

To summarize, local topological properties of the Lie group are transcribed in the Lie alge-

bra. The Lie algebra, however, is unable to capture global topological properties of the group,

as we discuss now.

1.4.3 Connectivity, simple-connectivity

– If G is non connected and G′ is the subgroup of the connected component of the identity, the

Lie algebras of G and G′ coincide: g = g′. For example, o(3)=so(3).

– If G is non simply connected, let G̃ be its universal covering group. G and G̃ being locally

isomorphic, they have the same Lie algebra. Examples: U(1) and R; SO(3) and SU(2); SO(1,3)

and SL(2,C).

To summarize:

Given a Lie group G, we have constructed its Lie algebra. Conversely, a theorem by Lie

asserts that any (finite-dimensional) Lie algebra is the Lie algebra of some Lie group [Ki-Jr,

p.34]. [Kirillov Th 3.48, Intro to Lie gps and Lie algs, p.34] More precisely, to every Lie algebra g

corresponds a unique connected and simply connected Lie group G, whose Lie algebra is g.
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Any other connected Lie group G′ with the same Lie algebra g has the form G′ = G/H with H

a finite or discrete invariant subgroup of G. This agrees with what we saw above: if G is the

covering group of G′, G′ = G/π1(G′). [H nécessairement contenu dans le centre Z(G)] For example

U(1)=R/Z, SO(3)=SU(2)/Z2. If G′ is non connected, the previous property applies to the

connected component of the identity.

1.4.4 Structure constants. Killing form. Cartan criteria

Given a basis {tα} in a d-dimensional Lie algebra g, any element X of g reads X =
∑d

α=1 x
αtα.

The structure constants of g (in that basis), defined by

[tα, tβ] = C γ
αβ tγ , (1.41)

are clearly antisymmetric in their two lower indices C γ
αβ = −C γ

βα . Return to the linear operator

adX defined above in (1.24)

adX Z = [X,Z] =
∑

xαzβC γ
αβ tγ ,

and for X, Y ∈ g consider the linear operator adX adY which acts in the Lie algebra according

to

adX adY Z = [X, [Y, Z]] = C ε
αδ C

δ
βγ x

αyβzγtε .

Exercises (easy !): show that the Jacobi identity is equivalent to the identity∑
δ

(
C ε
αδ C

δ
βγ + C ε

βδ C
δ

γα + C ε
γδ C

δ
αβ

)
= 0 (1.42)

(note the structure : a cyclic permutation on the three indices α, β, γ with ε fixed and summation

over the repeated δ); and show that this identity may also be expressed as

[adX, adY ]Z = ad [X, Y ]Z . (1.43)

Taking the trace of this linear operator adX adY defines the Killing form

(X, Y ) := tr (adXadY ) =
∑
γ,δ

C γ
αδ C

δ
βγ x

αyβ =: gαβx
αyβ , (1.44)

a symmetric bilinear form (a scalar product) on vectors of the Lie algebra. The symmetric

tensor gαβ is thus given by

gαβ =
∑
γ,δ

C γ
αδ C

δ
βγ = tr (ad tα ad tβ) .

(Symmetry in α, β is manifest on the 1st expression, it follows from the cyclicity of the trace

in the 2nd.)

Note that this Killing form is invariant under the action of any adZ :

∀X, Y, Z ∈ g (adZ X, Y ) + (X, adZ Y ) = ([Z,X], Y ) + (X, [Z, Y ]) = 0 (1.45)
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(think of adZ as an infinitesimal generator acting like a derivative, either on the first term, or

on the second). Indeed by (1.43), the first term equals tr (adZadXadY −adXadZadY ) while

the second is tr (adXadZadY − adXadY adZ), and they cancel thanks to the cyclicity of the

trace. One may prove that in a simple Lie algebra, an invariant symmetric form is necessarily

a multiple of the Killing form.

One may then use the tensor gαβ to lower the 3d label of C γ
αβ , thus defining

Cαβγ := C δ
αβ gγδ = C δ

αβ C
κ

γε C
ε

δκ .

Let us then show that this Cαβγ is completely antisymmetric in α, β, γ. Given the already

known antisymmetry in α, β, it suffices to show that Cαβγ is invariant by cyclic permutations.

This follows from (1.45) which may be written in a more symmetric form as

(X, [Y, Z]) = (Y, [Z,X]) = (Z, [X, Y ]) = Cαβγx
αyβzγ = Cβγαy

βzγxα = Cγαβz
γxαyβ , (1.46)

thus proving the announced property.

A quite remarkable theorem of E. Cartan states that:

• (i) A Lie algebra is semi-simple iff the Killing form is non-degenerate, i.e. det g 6= 0.

• (ii) A real semi-simple Lie algebra is compact iff the Killing form is negative definite.

Those are the Cartan criteria.
In one way, property (i) is easy to prove. Suppose that g is not semi-simple and let us show that det g = 0.

Let I be an ideal of g, choose a basis of g made of a basis of I, {ti}, i = 1, · · · r, complemented by ta, a =

r + 1, · · · d. For 1 ≤ i, j ≤ r, compute gij =
∑
αβ C

β
iα C α

jβ . By definition of an ideal, α and β are themselves

between 1 and r, gij =
∑

1≤k,l≤r C
l

ik C
k

jl . Hence the restriction of the Killing form of g to I is the Killing form

of I. If moreover the ideal is assumed to be abelian, gij = 0 and gia = 0 (Exercise: check that point!). The

form is obviously degenerate (det g = 0). The reciprocal, det g = 0 ⇒ g non semi-simple, is more delicate to

prove.

Likewise, property (ii) is relatively easy to prove in the sense compactness ⇒ definite negative form.

Start from an arbitrary positive definite symmetric bilinear form; for example in a given basis {tα}, con-

sider 〈X,Y 〉 =
∑
xαyβ . For a compact group G, one can make this form invariant by averaging over G :

ϕ(X,Y ) :=
∫

dµ(g)〈 gXg−1, gY g−1 〉. It is invariant ϕ(gXg−1, gY g−1) = ϕ(X,Y ), or in infinitesimal form,

ϕ([Z,X], Y ] + ϕ(X, [Z, Y ]) = 0, (cf (1.45)). It is also positive definite. Let eα be a basis which diagonalizes it,

ϕ(eα, eβ) = δαβ . Let us calculate in that basis the matrix of the adX operator and show that it is antisymmetric,

(adX)αβ = −(adX)βα :

(adX)αβ = ϕ(eα, [X, eβ ]) = −ϕ(eβ , [X, eα]) = −(adX)βα .

Hence the Killing form

(X,X) = tr (adXadX) =
∑
α,β

(adX)αβ(adX)βα = −
∑
α,β

((adX)αβ)2 ≤ 0

is negative semi-definite, and if the algebra is semi-simple, it is negative definite, q.e.d.

Example. The case of SO(3) or SU(2) is familiar. The structure constants are given by the

completely antisymmetric tensor Cαβγ = εαβγ. The Killing form is gαβ = −2δαβ. Exercise :

compute the Killing form for the algebra so(2, 1), (see Exercise B).
[Sous-algèbres dérivées de g

g(0) = g g(n) = [g(n−1), g(n−1)]
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L’algèbre est soluble si ∃n : g(n) = 0. Théorème de Lie : Toute representation d’une alg soluble sur C (de dim

finie) est equiv à une rep triangulaire. ]

A last important theorem (again by Cartan !) states that

• Any semi-simple Lie algebra g is a direct sum of simple Lie algebras gi

g = ⊕igi .

This is a simple consequence of (1.46). Consider a semi-simple algebra g with an ideal I and call C the

complement of I wrt the Killing form, i.e. (I,C) = 0. By (1.46), ([C, I], I) = (C, [I, I]) = (C, I) = 0 (since I is

a subalgebra), and ([C, I],C) = (I,C) = 0 (since I is an ideal), hence [C, I], orthogonal to any element of g for

the non-degenerate Killing form, vanishes, [C, I] = 0, which means that g = I ⊕ C. Iterating the argument on

C, one gets the announced property.

Cartan made use of these properties to classify the simple complex and real Lie algebras.

We return to this classification in Chap. 3.

1.4.5 Casimir operator(s)

With previous notations, given a semi-simple Lie algebra g, hence with an invertible Killing

form, and a basis {tα} of g, we define

C2 =
∑
α,β

gαβtαtβ (1.47)

where gαβ is the inverse of gαβ, i.e. gαγg
γβ = δβα.

Formally, this combinaison of the t’s, which does not make use of the Lie bracket, does not live in the Lie algebra

but in its universal enveloping algebra Ug, defined as the associative algebra of polynomials in elements of g.

Here, since we restricted ourselves to g ⊂M(n,R), Ug may also be considered as a subalgebra of M(n,R).

Let us now show that C2 has a vanishing bracket (commutator) with any tγ hence with any

element of g. This is the quadratic Casimir operator.

[C2, tγ] =
∑
α,β

gαβ[tαtβ, tγ]

=
∑
α,β

gαβ (tα[tβ, tγ] + [tα, tγ]tβ)

=
∑
α,β,δ

gαβC δ
βγ (tαtδ + tδtα) (1.48)

=
∑
α,β,δ,κ

gαβgδκCβγκ(tαtδ + tδtα) .

The term
∑

βκ g
αβgδκCβγκ is antisymmetric in α ↔ δ, while the term in parentheses is sym-

metric. The sum thus vanishes, q.e.d.

One shows that in a simple Lie algebra, (more precisely in its universal enveloping algebra), a

quadratic expression in t that commutes with all the t’s is proportional to the Casimir operator

C2. In other words, the quadratic Casimir operator is unique up to a factor.

Example. In the Lie algebra so(3)∼= su(2), the Casimir operator C2 is (up to a sign) J2,

which, as everybody knows, commutes with the infinitesimal generators J i of the algebra. In a
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non simple algebra, there are as many quadratic operators as there are simple components, see

for example the two Casimir operators J2 and K2 in the (complexified) so(1,3)' su(2)⊕ su(2)

algebra of the Lorentz group (see Chap. 0 § 0.6.2); or P 2 and W 2 in the (non semi-simple)

Poincaré algebra, see Chap. 0, § 0.6.5.
There may exist other, higher degree Casimir operators. Check that

Cr = gα1α
′
1gα2α

′
2 · · · gαrα

′
rC β2

α1β1
C β3

α2β2
· · ·C β1

αrβr
tα′1tα′2 · · · tα′r (1.49)

has a vanishing bracket with any tγ . What is that C3 in su(2) ? See Bourbaki ([Bo], chap. 3.52) for a discussion

of these general Casimir operators. See also exercice C below.

If one remembers that infinitesimal generators (vectors of the Lie algebra) may be regarded

as differential operators in the group coordinates, one realizes that the Casimir operators

yield invariant (since commuting with the generators) differential operators. In particular,

the quadratic Casimir operator corresponds to an invariant Laplacian on the group (see Chap.

0, § 0.2.3 for the case of SO(3)).

These Casimir operators will play an important role in the study of group representations.
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Appendix A. Quaternion field and symplectic groups

A.1 Quaternions

The set of quaternions is the algebra over C generated by 4 elements, ei, i = 1, 2, 3,

q = q(0)1 + q(1)e1 + q(2)e2 + q(3)e3 q(.) ∈ C (A.1)

with multiplication e2
i = e1e2e3 = −1, from which it follows that

e1e2 = −e2e1 = e3

and cyclic permutations. One may represent the ei in terms of Pauli matrices : ei 7→ −iσi.
The conjugate of q is the quaternion

q̄ = q(0)1− q(1)e1 − q(2)e2 − q(3)e3 . (A.2)

not to be confused with its complex conjugate

q∗ = q(0)∗1 + q(1)∗e1 + q(2)∗e2 + q(3)∗e3 . (A.3)

Note that qq̄ := |q|2 = (q(0))2 + (q(1))2 + (q(2))2 + (q(3))2, the square norm of the quaternion, and hence

q−1 = q̄/|q|2 if this norm is non-vanishing.

One may also define the Hermitian conjugate of q as

q† = q̄∗ = q(0)∗1− q(1)∗e1 − q(2)∗e2 − q(3)∗e3 (A.4)

(in accordance with the fact that Pauli matrices are Hermitian).

Note that conjugation and Hermitian conjugation reverse the order of factors

(q1q2) = q̄2q̄1 (q1q2)† = q†2q
†
1 . (A.5)

A real quaternion is a quaternion of the form (A.1) with q(µ) ∈ R , hence identical with its complex

conjugate.

The set of real quaternions forms a field, which is also a space of dimension 4 over R. It is denoted H (from

Hamilton).

A.2 Quaternionic matrices

Let us consider matrices Q with quaternionic elements (Q)ij = qij , or Q = (qij). One may apply to Q the

conjugations defined above. One may also transpose Q. The Hermitian conjugate of Q is defined by

(Q†)ij = q†ji . (A.6)

The dual QR of a quaternionic matrix Q is the matrix

(QR)ij = q̄ji . (A.7)

(It plays for quaternionic matrices the same role as Hermitian conjugates for complex matrices.) A quaternionic

matrix is self-dual if

QR = Q = (qij) = (q̄ji) , (A.8)

it is real quaternionic if

QR = Q† hence qij = q∗ij , (A.9)

i.e. if its elements are real quaternions.

J.-B. Z M2 ICFP/Physique Théorique 2012 October 7, 2015



App. B. A reminder of topology and differential geometry 57

A.3 Symplectic groups Sp(2n,R) and USp(n), and the Lie algebras

sp(2n) and usp(n)

Consider the 2n× 2n matrix

S =

(
0 In

−In 0

)
(A.10)

(with In the n× n identity matrix) and the associated “skew-symmetric” bilinear form

(X,Y ) = XTSY =

n∑
i=1

(xiyi+n − yixi+n) . (A.11)

The symplectic group Sp(2n,R) is the group of real 2n× 2n matrices that preserve that form

BTSB = S . (A.12)

In the basis where XT = (x1, xn+1, x2, xn+2, · · · ), the matrix S = diag

(
0 1

−1 0

)
= diag (−e2) in terms of

quaternions, and the symplectic group is then generated by quaternionic n×n matrices Q satisfying QR.Q = I,

(check !); the matrix B being real, however, the elements of Q are such that q
(α)
ij are real for α = 0, 2 and purely

imaginary for α = 1, 3. This group is non compact. Its Lie algebra sp(2n,R) is generated by real matrices

A such that ATS + SA = 0. The dimension of that group or of its Lie algebra is n(2n + 1). For n = 1,

Sp(2,R)=SL(2,R).

A related group is USp(n), generated by unitary real quaternionic n× n matrices QR = Q† = Q−1. This is

the invariance group of the quaternionic Hermitian form
∑
x̄iyi, x, y ∈ Hn. It is compact since it is a subgroup

of U(2n). Its Lie algebra usp(n) is generated by antiselfdual real quaternionic matrices A = −AR = −A†

(check!). Its dimension is again n(2n+ 1). For n = 1, USp(1)=SU(2).

Expressing the condition on matrices A of sp(n,R) in terms of quaternions, one sees that the two algebras

sp(2n,R) and usp(n) have the same complexified algebra, namely sp(2n,C). Only usp(n) is compact.

Appendix B. A short reminder of topology and differential

geometry.

B.1 A lexicon of some concepts of topology used in these notes

Topological space : set E with a collection of open subsets, with the property that the union of

open sets and the intersection of a finite number of them is an open subset, and that E and ∅
are open.

Closed subset of E : complement of an open subset of E.

Neighborhood of a point x : subset E that contains an open set containing x. Let V(x) be the

set of neighborhoods of x.

A topological space is separated (or Hausdorff) if two distinct points have distinct neighbor-

hoods. This will always be assumed in these notes.

Basis of neighborhoods B(x) of a point x : subset of V(x) such that any V ∈ V(x) contains a

W ∈ B(x). (Intuitively, a basis is made of “enough” neighborhoods.)

Continuous function: a function f from topological space E to topological space F is called

continuous if the inverse image of every open set in F is open in E.
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Compact space E: topological (separated) space such that from any covering of E by open sets,

one may extract a finite covering.

Consequences: if E is compact,

– any infinite sequence of points in E has an accumulation point in E;

– if f : E 7→ F is continuous, f(E) is compact;

– any continuous real function on E is bounded.

If E is a subspace of Rn, E compact ⇔ E closed and bounded (Heine–Borel theorem).

Locally compact space : (separated) space in which any point has at least one compact neigh-

borhood. Examples : R is not compact but is locally compact ; Q is neither compact nor locally

compact.

B.2 Notion of manifold

A manifold M of dimension n is a space which locally, in the vicinity of each point, “resembles”

Rn or Cn. Counter-examples are given by two secant lines, or by −−−©. More precisely,

there exists a collection of neighborhoods Ui covering M , with charts fi, i.e. invertible and

bicontinuous (homeomorphisms) functions between Ui and an open set of Rn: fi(Ui) ⊂ Rn. Let

m be a point of M , m ∈ Ui, and fi(m) = (x1, x2, . . . xn) its image in Rn : (x1, x2, . . . xn) are the

local coordinates of m, which depend on the chart. It is fundamental to know how to change

the coordinate chart. The manifold is said to be differentiable of class Ck if for any pair of

open sets Ui and Uj with a non-empty intersection, fj ◦ f−1
i which maps fi(Ui ∩Uj) ⊂ Rn onto

fj(Ui ∩ Uj) ⊂ Rn is of class Ck.

Example : the sphere S2 is an analytic manifold of dimension 2. One may choose as two

open sets the sphere with its North, resp. South, pole removed, with a map to R2 given by the

stereographic projection (see Problem below) from that pole.

A Riemann manifold is a differentiable real manifold on the tangent vectors of which a

positive definite inner product has been defined. If the inner product is only assumed to

be a non degenerate form of signature ((+1)p, (−1)n−p), the manifold is said to be pseudo-

Riemannian. In local coordinates xi, a tangent vector (see below § B.3) reads X = X i ∂
∂xi

, and

the inner product and the squared length element are given by the metric tensor g

(X, Y ) = gijX
iY j , ds2 = gijdx

idxj . (B.1)

B.3 Tangent space

In differential geometry, a tangent vector X to a manifold M at a point x0 is a linear differential operator, of

first order in the derivatives in x0, acting on functions f on M . In local coordinates xi,

X : f(x) 7→
∑
i

Xi ∂

∂xi

∣∣∣∣
x0

f(x)

and under a change of coordinates {xi} → {yi}, these operators transform by the Jacobian matrix ∂
∂yj =∑

i
∂xi

∂yj

∣∣∣
x0

∂
∂xi with the transformation of Xi → Y j that follows from it.
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C(t)

CeC(t)
eX

X

Figure 1.4: The field of tangent vectors to the curve C(t) is a left-invariant vector field

Tangent vector to a curve : if a curve C(t) passes through the point x0 at t = 0, one may differentiate a

function f along that curve

f 7→ df(C(t))

dt

∣∣∣∣
t=0

,

which defines the tangent vector to the curve C at point x0, also called velocity vector and denoted C ′(t)|t=0 =

C ′(0).

The tangent space to M at x0, denoted Tx0
M , is the vector space generated by the velocity vectors of all

curves passing through x0. The space Tx0M has a basis made of ∂
∂xi

∣∣
x0

: it has the same dimension as M .

If a vector Xx tangent to M at x is assigned for any x, this defines a vector field on the manifold M .

B.4 Lie group. Exponential map

Take a group G, e its identity. Let C(t) be a curve passing through C(0) = e, and let Xe = (C ′(t))t=0 be its

velocity vector at e. For g ∈ G, one defines the left translate g.C(t) of C by g. Its velocity at g, Xg = (g.C(t))′t=0,

is called a left translated vector of Xe. The vector field g 7→ Xg is said to be left-invariant, it is the set of left

translated vectors of Xe. The tangent space at e and the space of invariant vector fields are thus isomorphic,

and are both denoted g.

Conversely, given a tangent vector Xe at e, let

C(t) = exp tXe (B.2)

be the unique solution to the differential equation

C ′(t) = XC(t) (B.3)

which expresses that the curve C(t) is tangent at any of its points to the left-invariant vector field, that equation

being supplemented by the initial condition that C(0) = e. (This first-order differential equation has a solution,

determined up to a constant (in the group), and that constant is fixed uniquely by the initial condition.)

Let us now prove that the function exp defined by (B.2) satisfies property (1.17). Note that C(t) satisfies

(B.3), and so does C(t+ t′). Thus C(t+ t′) = k.C(t), (with k constant in the group), and that constant is fixed

by taking t = 0, C(t′) = k, hence C(t+ t′) = C(t′)C(t) and C(−t) = C(t)−1, qed.

In the case of matrix groups considered in this course, the function exp is of course identical to the expo-

nential function defined by its Taylor series (1.21).
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60 Chap.1. Groups. Lie groups and Lie algebras

Appendix C. Invariant measure on SU(2) and on U(n)

The group SU(2) being isomorphic to a sphere S3 is compact and one may thus integrate a

function on the group with a wide variety of measures dµ(g). The invariant measure, such that

dµ(g.g1) = dµ(g1.g) = dµ(g−1) = dµ(g), is, on the other hand, unique up to a factor.

A possible way to determine that measure is to consider the transformation U → U ′ = U.V

where U, V and hence U ′ are unitary of the form (0.10) (i.e. U = u0I−u.σσσ, u ∈ S3 etc) ; if the

condition u2
0 +u2 = 1 is momentarily relaxed (but v2

0 +v2 = 1 maintained), this defines a linear

transformation u→ u′ which conserves the norm detU = u2
0 + u2 = u

′2
0 + u′2 = detU ′. This is

thus an isometry of the space R4 which preserves the natural measure d4u δ(u2− 1) on the unit

sphere S3 of equation detU = 1. In other terms, that measure on the sphere S3 gives a right

invariant measure: dµ(U) = dµ(U.V ). One may prove in a similar way that it is left invariant:

dµ(U) = dµ(V.U). It is also invariant under U → U−1, since inversion in SU(2) amounts to the

restriction to S3 of the orthogonal transformation u0 → u0, u→ −u in R4, which preserves of

course the natural measure on S3 :

dµ(U) = dµ(UV ) = dµ(V U) = dµ(U−1) .

The explicit form of the measure depends on the chosen parametrization. If one uses the

direction n (or its two polar angles θ and φ) and the rotation angle ψ, one finds

dµ(U) =
1

2
sin2 ψ

2
sin θ dψ dθ dφ (C.1)

normalized for SU(2) to

v(SU(2)) =

∫
SU(2)

dµ(U) =
1

2

∫ π

0

dθ sin θ

∫ 2π

0

dφ

∫ 2π

0

dψ sin2 ψ

2
= 2π2 (C.2)

which is the “area” of the unit sphere S3 and the volume of SU(2). For SO(3) where the angle

ψ has a range restricted to (0, π), one finds instead v(SO(3)) =
∫

SO(3)
dµ(g) = π2.

The expression in any other coordinate system, like the Euler angles, is then obtained by

computing the adequate Jacobian

dµ(U) =
1

8
sin β dα dβ dγ . (C.3)

(Note that 0 ≤ γ ≤ 4π for SU(2), whereas 0 ≤ α ≤ 2π and 0 ≤ β ≤ π).

Compare these results with those obtained by a different method in Chap. 0, App. 0.

• Case of U(n).

Let us discuss rapidly the case of U(n), using the method of Chap. 0, App. 0. Any unitary matrix U ∈ U(n)

may be diagonalized in the form

U = V ΛV † , (C.4)

with Λ = diag (λ1, · · · , λn) and the λi are in fact of modulus one, λj = eiαj . These λi may be regarded as

“radial” variables, while V represents the “angular” variables. Note that V has to be restricted not to commute

with the diagonal matrix Λ. If the latter is generic, with distinct eigenvalues λi, V lives in U(n)/U(1)n. The

natural metric, invariant under U 7→ U ′U or 7→ UU ′, reads tr (dUdU†). But dU = V (dΛ + [dX,Λ])V †,
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where dX := V †dV is anti-Hermitian (and with no diagonal elements, why?). Thus tr (dUdU†) =
∑
i |dαi|2 +

2
∑
i<j |dXij |2|λi−λj |2 which defines the metric tensor gαβ in coordinates ξα = (αi,<Xij ,=Xij) and determines

the integration measure

dµ(U) =
√

det g
∏

dξα = const. |∆(eiα)|2
∏

dαidµ(V ) . (C.5)

Here ∆(λ) is the Vandermonde determinant

∆(λ) :=
∏
i<j

(λi − λj) =

∣∣∣∣∣∣∣∣∣∣
λn−1

1 λn−1
2 · · · λn−1

n

...
...

λ1 λ2 · · · λn

1 1 · · · 1

∣∣∣∣∣∣∣∣∣∣
. (C.6)

The “radial” part of the integration measure is thus given by |∆(eiα)|2
∏

dαi up to a constant factor, or

equivalently

dµ(U) = const.
∏
i<j

sin2

(
αi − αj

2

)∏
dαi × angular part . (C.7)

Note that this radial part of the measure suffices if one has to integrate over the group a function of U

which is invariant by U → V UV †, V ∈U(n). For example
∫
dµ(U) trP (U), with P a polynomial.
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Exercises and Problem for chapter 1

A. Action of a group on a set

A group G is said to act on a set E if there exists a homomorphism β of G into the group of bijections of E

into itself.

1. Write explicitly the required conditions.

[g 7→ β(g) ∈ Bij(E), g−1 7→ β(g−1) = β(g)−1, g1.g2 7→ β(g1.g2) = β(g1).β(g2), β(e) = idE

ou plus simplement ∀g ∈ G, ∀x ∈ E, (g, x) 7→ β(g)(x) = g · x ∈ E est t.q. ((g.h) · x = g · (h · x) ”associativité”]

One then defines the orbit O(x) of a point x ∈ E as the set of images β(g)x for all g ∈ G.

2. Show that belonging to the same orbit is an equivalence relation. [x ∼ y ⇔ ∃g ∈ G : y = β(g)x, réflexif

: x = β(e)x, symétrique x = β(g−1y, transitif . . . ]

3. Example : action of O(n) on Rn. What are the orbits? [sphères de centre O ou origine O]

4. A space is homogeneous if it has only one orbit. Show that a trivial example is given by the action of

translations on Rn. More generally, what can be said of the left action of G on itself, with E = G ? [G homogène

car ∀x, y ∃g = y.x−1 : g.x = y] Give other examples of homogeneous spaces for G = O(3) or L =O(1,3).

[sphère dans R3, cône de lumière ou hyperbolöıde p2 > 0, p0 > 0, etc ]

5. One also defines the isotropy group S(x) of the element x ∈ E, (also called stabilizer, or, by physicists,

little group): this is the subgroup of G leaving x invariant:

S(x) = {g ∈ G|β(g)x = x} . (1.49)

Show that if x and y belong to the same orbit, their isotropy groups are conjugate. [Si y ∼ x donc ∃g ∈ G : y =

β(g)x, considérons S(y) = {g′|β(g′)y = y}, donc β(g′)β(g)x = β(g)x donc β(g−1g′g)x = x i.e. g−1g′g ∈ S(x),

donc g−1S(y)g ⊂ S(x) et en fait en inversant les opérations, g−1S(y)g = S(x), qed.] What is the isotropy

group of a point x ∈ Rn under the action of SO(n) ? of a time-like vector p in Minkowski space under the

action of the Lorentz group? [S(x) ≈ SO(n − 1) ; S(p) =O(3) si p =
0

p = (m,~0) donc de façon générale, un

groupe conjugué à O(3) : p = Λ
0

p, ∀R ∈ O(3), ΛRΛ−1p = p. ] Is S(x) an invariant subgroup? [en général non,

puisqu’on sait qu’un sous-groupe invariant est égal à tous ses conjugués : si S(x) était invariant, il serait égal

à tous les stabilisateurs S(y) des points y de O(x). Dans le cas de SO(3), par exemple, absurde . . . ]

6. Show that there exists a bijection between points of the orbit O(x) and the coset space G/S(x). [(g ∼ g′

en ce sens que g′−1g = h ∈ S(x))⇔ β(g)x = β(g′)β(h)x = β(g′)x donc g et g′ sont equivalent (même left coset)

par rapport à S(x) sissi ils définissent le même point sur l’orbite O(x).] For a finite group G, deduce from it a

relation between the orders (cardinalities) of G, O(x) and S(x). [∀x |G| = |O(x)| × |S(x)|.] Is this set G/S(x)

homogeneous for the action of G ?[oui puisque toute orbite l’est.]

Chap. 2 will be devoted to the particular case where E is a vector space, with the linear transformations

of GL(E) acting as bijections: one then speaks of representations of G in E.

B. Lie groups and algebras of dimension 3.

1. Recall the definition of the group SU(1,1). [matrices 2 × 2 complexes A telles que AgA† = g avec

g = diag (1,−1).] What is its dimension ?

2. Which equation defines its Lie algebra? [X.g+ gX† = 0.] What does that imply on the matrix elements

of X ∈ su(1,1)? [X11 et X22 imaginaires purs, X12 = X∗21.] Prove that one may write a basis of su(1,1) in terms

of 3 Pauli matrices and compute their commutation relations. [par ex., s3 = iσ3, s1 = σ1 et s2 = σ2, relns de

comm. [s1, s2] = 2s3, [s2, s3] = −2s1, [s3, s1] = −2s2. ] Is this algebra isomorphic to the so(3) algebra?[Non !

D’une part on ne peut pas trouver de changement de base qui amène une algèbre sur l’autre ; de l’autre on va

voir plus bas que l’une est compacte et l’autre pas.]

3. One now considers the linear group SL(2,R). What is its definition ? How is its Lie algebra defined?

Give a basis in terms of Pauli matrices. [matrices réelles de trace nulle, base e1 = σ1, e2 = iσ2, e3 = σ3,

[e1, e2] = 2e3, [e2, e3] = −2e1, [e3, e1] = 2e2.]

4. Prove the isomorphism of the two algebras su(1,1) and sl(2,R). [(e3, e1, e2)↔ (s1, s2, s3)]
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5. Same questions with the algebra so(2,1) : definition, dimension, commutation relations, isomorphism

with one of the previous algebras? [groupe SO(2,1) : groupe d’invariance de la forme x2 + y2 − z2, donc

matrices B 3 × 3 satisfaisant (i) BgBt = g où g = diag (1, 1 − 1), ce qui donne 6 conditions, (dimension

de O(2,1)= 9 − 6 = 3), et (ii) detB = 1 qui ne réduit pas la dimension puisque (detB) = ±1 comme

conséquence de (i). Pour l’algèbre, la forme infinitésimale de la condition (i) est Xg + gXt = 0, qui dit que

les elements diagonaux de X sont nuls et X12 = −X21 (cf l’antisymétrie habituelle dans O(3)), tandis que

X23 = X32 et X13 = X31, et la condition (ii) dit que trX = 0. Une base est donnée par les 3 matrices

J̃1 =

0 0 0

0 0 1

0 1 0

 , J̃2 =

0 0 1

0 0 0

1 0 0

 , J̃3 =

0 −1 0

1 0 0

0 0 0

, qui satisfont donc aux relations de commutation

[J̃1, J̃2] = J̃3 , [J̃2, J̃3] = −J̃1 , [J̃3, J̃1] = −J̃2, isomorphes à celles de su(1,1) et sl(2,R). ]

6. Using the Cartan criteria, discuss the semi-simplicity and the compactness of these various alge-

bras. What is their relationship with su(2)? [On calcule la forme de Killing, par exemple de so(2,1) :

g11 = 2C 3
12 C

2
13 = 2, g22 = 2 et g33 = −2, indéfinie, de signature (+,+,−), donc l’algèbre est semi-simple

mais pas compacte.]

(For the geometric relationship between the groups SU(1,1), SL(2,R) et SO(1,2)), see §13 and §24, vol. 1

of [DNF].

C. Casimir operators in u(n).

1. Prove that the n2 matrices t(ij) of size n × n, 1 ≤, i, j ≤ n, with elements (t(ij))ab = δiaδjb form a

basis of the algebra u(n). Compute their commutation relations and the structure constants of the algebra.

[[t(ij), t(kl)] = δjkt(il) − δilt(kj) = C
(mp)

(ij)(kl)t(mp) avec C
(mp)

(ij)(kl) = δimδjkδln − δkmδilδjn]

2. Compute the Killing form in that basis and check that the properties related to Cartan criteria are

satisfied. [g(ij)(kl) = 2nδilδjk − 2δijδkl is degenerate since for any matrix X = xI, g(ij)(kl)Xkl = 0. This is of

course due to the U(1) factor in U(n) or u(n)=u(1)⊕ su(n). ]

3. Show that the elements in the envelopping algebra C(r) =
∑

1≤i1,i2,···ir≤n t(i1i2)t(i2i3) · · · t(iri1) commute

with all t(ij) [commutateur = somme télescopique périodique !] and are thus Casimir operators of degree r.

4. How to modify this discussion for the su(n) algebra? ([Bu], chap 10). [Introduce traceless matrices t̃(ij),

= (t̃(ij))ab = δiaδjb − 1
nδijδab]

Problem : Conformal transformations

I-1. We recall that in a (classical) local, translation invariant field theory, one may define a stress-energy tensor

Θµν(x) such that

• under an infinitesimal change of coordinates xµ → x′µ = xµ + aµ(x), the action has a variation

δS =

∫
ddx (∂µaν) Θµν(x) ; (1.50)

• Θµν is conserved: ∂µΘµν(x) = 0 ;

• we assume that Θµν is symmetric in µ , ν.

Prove that if Θ is traceless, Θ µ
µ = 0, the action is also invariant under dilatations, xµ → x′µ = (1 + δλ)xµ.

2. In a Riemannian or pseudo-Riemannian manifold of dimension d, with a metric tensor gµν(x) of signature

{(+1)p, (−1)d−p}, a conformal transformation is a coordinate transformation xµ → x′µ which is a local dilatation

of lengths

ds2 = gµν(x)dxµdxν → ds′2 = gµν(x′)dx′µdx′ν = α(x)ds2 (1.51)

a) Write the infinitesimal form of that condition, when xµ → x′µ = xµ + aµ(x). (Hint : One may relate the

dilatation parameter 1 + δα to aµ by taking some adequate trace.)
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b) Prove that for an Euclidean or pseudo-Euclidean space of metric gµν = diag {(+1)p, (−1)d−p}, that condition

may be recast as

∂µaν + ∂νaµ =
2

d
gµν∂ρa

ρ . (1.52)

3. Prove, using (1.50,1.52), that under the conditions of 1. and 2.b, any field theory invariant under

translations, rotations and dilatations is also invariant under conformal transformations.

4. We now study consequences of (1.52). We set D := 1
d∂ρa

ρ.

• a) Differentiating (1.52) with respect to xν , prove that

∂2aµ = (2− d)∂µD. (1.53)

• b) Differentiating (1.53) w.r.t. xµ, prove that in dimension d > 1, D is a harmonic function : ∂2D = 0.

• c) We assume in the following that d ≥ 2. Differentiating (1.53) w.r.t. xν , symmetrizing it in µ and ν

and using (1.52), prove that if d > 2, then ∂µ∂νD = 0. Show that it implies the existence of a constant

scalar h and of a constant vector k such that D = kµx
µ + h.

• d) Differentiating (1.52) w.r.t. xσ and antisymmetrizing it in ν and σ, prove that

∂µ(∂σaν − ∂νaσ) = 2(gµνkσ − gµσkν) = ∂µ(2kσxν − 2kνxσ). (1.54)

• e) Show that it implies the existence of a constant skew-symmetric tensor lσν such that

∂σaν − ∂νaσ = (2kσxν − 2kνxσ) + 2lσν , (1.55)

which, together with (1.52), gives

∂σaν = xνkσ − xσkν + lσν + gνσkρx
ρ + hgνσ .

• f) Conclude that the general expression of an infinitesimal conformal transformation in dimension d > 2

reads

aν = kσx
σxν −

1

2
xσx

σkν + lσνx
σ + hxν + cν (1.56)

with c a constant vector7. On how many independent real parameters does such a transformation depend

in dimension d ?

II-1. One learns in geometry that in the (pseudo-)Euclidean space of dimension d > 2, conformal transfor-

mations are generated by translations, rotations, dilatations and “special conformal transformations”, obtained

by composition of an inversion xµ → xµ/x2, a translation and again an inversion. Write the finite and the

infinitesimal forms of special conformal transformations, and show that this result is in agreement with (1.56),

which justifies the previous assertion.

2. Write the expression of infinitesimal generators Pµ of translations, Jµν of rotations, D of dilatations and

Kµ of special transformations, as differential operators in x.

3. Write with the minimum of calculations the commutation relations of these generators (Hint : use

already known results on the generators Pµ and Jµν , and make use of homogeneity and of the definition of

special conformal transformations to reduce the only non-trivial computation to that of [Kµ, Pν ]). Check that

these commutation “close” on this set of generators P, J, D and K.

4. What is the dimension of the conformal group in the Euclidean space Rd ?

III-1. To understand better the nature of the conformal group, one now maps the space Rd, completed by

the point at infinity and endowed with its metric x2 = x2
1 + · · ·+ x2

d , on the sphere Sd. This sphere is defined

7This pretty argument is due to Michel Bauer.
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Figure 1.5: Stereographic projection from the North pole

by the equation r2 + r2
d+1 = 1 in the space Rd+1, and the mapping is the stereographic projection from the

“North pole” r = 0, rd+1 = 1 (see Fig. 1.5). Prove that

r =
2x

x2 + 1
rd+1 =

x2 − 1

x2 + 1
.

What is the image of the point at infinity ? What is the effect of the inversion in Rd on the point r = (r, rd+1) ∈
Sd ?

2. The previous sphere is in turn regarded as the section of the light-cone C in Minkowski space M1,d+1 of

equation z2
0 − z2 − z2

d+1 = 0 by the hyperplane z0 = 1. Prove that this establishes a one-to-one correspondance

between points of Rd ∪ {∞} and rays of the light-cone (i.e. vectors up a dilatation) and that the expression of

x ∈ Rd as a function of z = (z0, z, zd+1) ∈ C is

x =
z

z0 − zd+1
.

3. We now want to prove that the action of the conformal group in Rd follows from linear transformations

in M1,d+1 that preserve the light-cone. Without any calculation, show that these transformations must then

belong to the Lorentz group in M1,d+1, that is O(1, d+ 1).

a) What are the linear transformations of z corresponding to rotations of x in Rd? Show that dilatations

of x correspond to “boosts” of rapidity β in the plane (z0, zd+1), by giving the relation between the dilatation

parameter and the rapidity.

b) Let us now consider transformations of O(1, d+ 1) that preserve z0 − zd+1. Write the matrix Ta of such

an infinitesimal transformation acting on coordinates (z0, z, zd+1), and such that δz = a(z0 − zd+1) (to first

order in a). To which transformation of x ∈ Rd does it correspond? Compute by exponentiation of Ta the

matrix of a finite transformation (Hint: compute the first powers T 2
a , T 3

a . . . ).

c) What is finally the interpretation of the inversion in Rd in the Lorentz group of M1,d+1? What can be

said about special conformal transformations? What is the dimension of the group O(1, d + 1)? What can be

concluded about the relation between the Lorentz group in Minkowski space M1,d+1 and the conformal group

Rd?

IV. Last question: Do you know conformal transformations in the space R2 that are not of the type discussed

in II.1?
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Chapter 2

Linear representations of groups

The action of a group in a set has been mentionned in the previous chapter (see exercise A

and TD). We now focus our attention on the linear action of a group in a vector space. This

situation is frequently encountered in geometry and in physics (quantum mechanics, statistical

physics, field theory, . . . ). One should keep in mind, however, that other group actions may

have some physical interest: for instance the rotation group SO(n) acts on the sphere Sn−1 in a

non-linear way, and this is relevant for example in models of ferromagnetism and field theories

called non linear σ models, see the course of F. David.

2.1 Basic definitions and properties

2.1.1 Basic definitions

A group G is said to be represented in a vector space E (on a field which for us is always R or

C), or stated differently, E carries a representation of G, if one has a homomorphism D of the

group G into the group GL(E) of linear transformations of E:

∀g ∈ G g 7→ D(g) ∈ GL(E)

∀g, g′ ∈ G D(g.g′) = D(g).D(g′) (2.1)

D(e) = I

∀g ∈ G D(g−1) = (D(g))−1

where I denotes the identity operator in GL(E). If the representation space E is of finite

dimension p, the representation itself is said to be of dimension p. The representation which to

any g ∈ G associates 1 (considered as ∈ GL(R)) is called trivial or identity representation; it is

of dimension 1.
If G is a topological, resp. Lie, group, we will also demand that the mapping g 7→ D(g) be continuous, resp.

differentiable. In the following, these conditions will be tacitly assumed.

The representation is said to be faithful if kerD = {e}, or equivalently if D(g) = D(g′)⇔ g =

g′. Else, the kernel of the homomorphism is an invariant subgroup H, and the representation of
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the quotient group G/H in E is faithful (check!). Consequently, any non trivial representation

of a simple group is faithful. Conversely, if G has an invariant subgroup H, any representation

of G/H gives a degenerate (i.e. non faithful) representation of G.

If E is of finite dimension p, one may choose a basis ei, i = 1, . . . , p, and associate with any

g ∈ G the representative matrix of D(g), denoted with a curly letter :

D(g)ej = eiDij(g) (2.2)

with, as (almost) always in these notes, the convention of summation over repeated indices.

The setting of indices (i: row index, j column index) is dictated by (2.1). Indeed we have

D(g.g′)ek = eiDik(g.g′)
= D(g) (D(g′)ek) = D(g)ejDjk(g′)
= eiDij(g)Djk(g′)

hence Dik(g.g′) = Dij(g)Djk(g′) . (2.3)

Examples : The group SO(2) of rotations in the plane admits a dimension 2 representation,

with matrices (
cos θ − sin θ

sin θ cos θ

)
(2.4)

which describe indeed rotations of angle θ around the origin.

The group SU(3) is defined as the set of unitary, unimodular 3 × 3 matrices U . These

matrices form by themselves a representation of SU(3), it is the “defining representation”.

Show that the complex conjugate matrices form another representation of SU(3).

Of which group do the matrices

(
1 a

0 1

)
form a representation?

2.1.2 Equivalent representations. Characters

Take two representations D and D′ of G in spaces E and E ′, and suppose that there exists a

linear operator V from E into E ′ such that

∀g ∈ G VD(g) = D′(g)V . (2.5)

Such a V is called an intertwining operator, or “intertwiner” in short. If V if invertible (and

hence if E and E ′ have equal dimension, if finite), we say that the representations D and D′

are equivalent. (It is an equivalence relation between representations!).

In the case of finite dimension, where one identifies E and E ′, the representative matrices

of D and D′ are related by a similarity transformation and may be considered as differing by

a change of basis. There is thus no fundamental distinction between two equivalent represen-

tations, and in representation theory, one strives to study inequivalent representations.

One calls character of a finite dimension representation the trace of the operateur D(g) :

χ(g) = trD(g) . (2.6)

It is a function of G in R or C which satisfies the following properties (check!) :
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• The character is independent of the choice of basis in E.

• Two equivalent representations have the same character.

• The character takes the same value for all elements of a same conjugacy class of G: one

says that the character is a class function: χ(g) = χ(hgh−1).

The converse property, namely whether any class function may be expressed in terms of

characters, is true for any finite group, and for any compact Lie group and continuous (or L2)

function on G: this is the Peter-Weyl theorem, see below § 2.3.1.

Note also that the character, evaluated for the identity element in the group, gives the

dimension of the representation

χ(e) = dimD . (2.7)

2.1.3 Reducible and irreducible representations

Another redundancy is related to direct sums of representations. Assume that we have two

representations D1 and D2 of G in two spaces E1 and E2. One may then construct a represen-

tation in the space E = E1 ⊕ E2 and the representation is called direct sum of representations

D1 and D2 and denoted D1 ⊕ D2. (Recall that any vector of E1 ⊕ E2 may be written in a

unique way as a linear combination of a vector of E1 and of a vector of E2). The two subspaces

E1 and E2 of E are clearly left separately invariant by the action of D1 ⊕D2.

Inversely, if a representation of G in a space E leaves invariant a subspace of E, it is said

to be reducible. Else, it is irreducible. If D is reducible and leaves both the subspace E1

and its complementary subspace E2 invariant, one says that the representation est completely

reducible (or decomposable); one may then consider E as the direct sum of E1 and E2 and the

representation as a direct sum of representations in E1 and E2.
When dealing with a topological or Lie group, it is suitable to add in the definition of reducibility of a

representation the condition that the invariant subspace is closed, or some condition of a similar nature, in

agreement with the group topology. This will be considered as implicit in the following.

If E is finite dimensional, this means that the matrices of the representation take the

following form (in a basis adapted to the decomposition!) with blocks of dimensions dimE1

and dimE2

∀g ∈ G D(g) =

D1(g) 0

0 D2(g)

 . (2.8)

If the representation is reducible but not completely reducible, (indecomposable representation),

its matrix takes the following form, in a basis made of a basis of E1 and a basis of some

complementary subspace

D(g) =

D1(g) D′(g)

0 D2(g)

 . (2.9)
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This is the case of representations of the translation group in one dimension. The representation

D(a) =

(
1 a

0 1

)
(2.10)

is reducible, since it leaves invariant the vectors (X, 0) but it has no invariant supplementary

subspace.

On the other hand, if the reducible representation of G in E leaves invariant the subspace

E1, there exists a representation in the subspace E2 = E/E1. In the notations of equ. (2.9),

its matrix is D2(g).

One should stress the importance of the number field in that discussion of irreducibility.

For instance the representation (2.4) which is irreducible on a space over R is not over C: it

may be rewritten by a (complex) change of basis in the form(
e−iθ 0

0 eiθ

)
. (2.11)

2.1.4 Conjugate and contragredient representations

Given a representation D, D its matrix in some basis, the complex conjugate matrices D∗ form

another representation D∗, called conjugate representation, since they also satisfy (2.3)

D∗ik(g.g′) = D∗ij(g)D∗jk(g′) . (2.12)

The representation D is said to be real if there exists a basis where D = D∗. This implies

that its character χ is real. Conversely if χ is real, the representation D is equivalent to its

conjugate D∗ 1. If the representations D and D∗ are equivalent but if there no basis where

D = D∗, the representations are called pseudoreal. (This is for example the case of the spin
1
2

representation of SU(2).) For alternative and more canonical definitions of these notions of

real and pseudoreal representations, see the Problem III.
This concept plays a key role in the study of the “chiral non-singlet anomaly” in gauge theories: if fermions

belong to a real or pseudoreal representation of the gauge group, their potential anomaly cancels, which is

determinant for the consistency of the theory. In the standard model, this comes from a balance between

contributions of quarks and leptons, see chap 5.

The contragredient representation of D is defined by

D̄(g) = D−1T (g) (2.13)

or alternatively, D̄ij(g) = Dji(g−1), which does satisfy (2.3). For a unitary representation, see next paragraph,

D̄ij(g) = D∗ij(g), and the contragredient representation equals the conjugate. The representations D, D∗ and

D̄ are simultaneously reducible or irreducible.

[Dans SL(2,C), (cf. Chapitre 00), la representation avec indices pointés est la conjuguée de la con-

tragrédiente. Dans SU(2), elle est équivalente à la representation à indices non pointés puisqu’elle est unitaire.

]

1This is true at least for the irreducible representations of finite and compact groups, for which we see below

(§ 2.3) that two non irreducible representations are equivalent iff they have the same character.
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2.1.5 Unitary representations

Suppose that the vector space E is “prehilbertian”, i.e. is endowed with a scalar product, (i.e.

a form J(x, y) = 〈x|y 〉 = 〈 y|x 〉∗, bilinear symmetric if we work on R, or sesquilinear on C),

such that the norm be positive definite: x 6= 0 ⇒ 〈 x|x 〉 > 0. If the dimension of E is finite,

one may find an orthonormal basis where the matrix of J reduces to I and then define unitary

operators U such that U †U = I. If the space is infinite dimensional, (and is assumed to be a

separable prehilbertian space2), one proves that one may find a countable orthonormal basis,

thus labelled by a discrete index. A representation of G in E is called unitary if for any g ∈ G,

the operator D(g) is unitary. Then for any g ∈ G and x, y ∈ E

〈x|y 〉 = 〈D(g)x|D(g)y 〉 (2.14)

hence D(g)†D(g) = I (2.15)

and D(g−1) = D−1(g) = D†(g) . (2.16)

The following important properties hold:

(i) Any unitary reducible representation is completely reducible (Maschke theorem).

[théorème de Maschke : pour un groupe fini, toute rep est complt red] Proof: let E1 be an invariant

subspace, its complementary subspace E2 = (E1)⊥ is invariant since for all g ∈ G, x ∈ E1 and

y ∈ E2

〈x|D(g)y 〉 = 〈D(g−1)x|y 〉 = 0 (2.17)

which proves that D(g)y ∈ E2.

(ii) Any representation of a finite or compact group on a prehilbertian space is “unitarisable”,

i.e. equivalent to a unitary representation.

Proof: consider first a finite group and define

Q =
∑
g′∈G

D†(g′)D(g′) (2.18)

which satisfies

D†(g)QD(g) =
∑
g′∈G

D†(g′.g)D(g′.g) = Q (2.19)

where the “rearrangement” of
∑

g′ by
∑

g′.g has been used (see § 1.2.4). The self-adjoint

operator Q is positive definite (why?) and may thus be written

Q = V †V (2.20)

with V invertible. (For example, by diagonalisation of the operator Q by a unitary operator,

Q = UΛ2U †, with Λ diagonal real, one may construct the “square root” V = UΛU †.) The

intertwiner V defines a representation D′ equivalent to D and unitary:

D′(g) = V D(g)V −1

D′†(g)D′(g) = V †−1D†(g)V †V D(g)V −1 (2.21)

= V †−1D†(g)QD(g)V −1 (2.19)
= V †−1QV −1 = I .

2A space is separable if it contains a dense countable subset.
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In the case of a continuous compact group, the existence of the invariant Haar measure (see §
1.2.4) allows us to repeat the same argument with Q =

∫
dµ(g′)D†(g′)D(g′).

As a corollary of the two previous properties, any reducible representation of a finite or

compact group on a prehilbertian space is equivalent to a unitary completely reducible rep-

resentation. It thus suffices to construct and classify unitary irreducible representations. We

show below that, for a finite or compact group, these irreducible representations are finite

dimensional.

Counter-example for a non compact group: the matrices

(
1 a

0 1

)
form an indecomposable (=non completely

reducible) representation of the group R.

2.1.6 Schur lemma

Consider two irreducible representations D in E and D′ in E ′ and an intertwiner between

them, as defined in (2.5). We then have the important

Schur lemma: either V = 0, or V is a bijection and the representations are equivalent.

Proof: Suppose V 6= 0. Then V D(g) = D′(g)V implies that kerV is a subspace of E invariant

under D; by the assumption of irreducibility, it reduces to 0 (it cannot be equal to the whole

E otherwise V would vanish). Likewise, the image of V is a subspace of E ′ invariant under

D′, it cannot be {0} and thus equals E ′. A classical theorem on linear operators between

vector spaces then asserts that V is a bijection from E to E ′ and the representations are thus

equivalent. q.e.d.

[a) ∀x ∈ kerV , ∀g ∈ G, D(g)x ∈ kerV puisque V D(g)x = D′(g)V x = 0. Donc kerV est un sous-espace

invariant de E. b) ∀x′ ∈ ImV ∃y ∈ E : x′ = V y, and D′(g)x′ = D′(g)V y = V D(g)y ∈ ImV . Donc ImV est

sous-espace invariant de E′. ]

Note that if the two representations are not irreducible, this result is generally false. A counter-

example is given by the representation (2.10) which commutes with matrices V =

(
0 b

0 0

)
.

Corollary 1. Any intertwining operator of an irreducible representation on C with itself, i.e.

any operator that commutes with all the representatives of the group, is a multiple of the

identity.

Proof: on C, V has at least one eigenvalue λ; λ 6= 0 since V is invertible by Schur lemma. The

operator V − λI is itself an intertwining operator, but it is singular and thus vanishes.

Corollaire 2. An irreducible representation on C of an abelian group is necessarily of dimension

1.

Proof: take g′ ∈ G, D(g′) commutes with all D(g) since G is abelian. Thus (corollary 1)

D(g′) = λ(g′)I. The representation decomposes into dimD copies of the representation of

dimension 1 : g 7→ λ(g), and irreducibility imposes that dimD = 1.

Let us insist on the importance of the property of the complex field C to be algebraically

closed, in contrast with R, in these two corollaries. The representation on R of the group SO(2)

by matrices D(θ) =

(
cos θ − sin θ

sin θ cos θ

)
provides counterexamples to both propositions: any matrix
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D(α) commutes with D(θ) but has no real eigenvalue (for θ 6= 0, π) and the representation is

irreducible on R, although of dimension 2.
Application of Corollary 1: in the Lie algebra of a Lie group, the Casimir operators defined in Chap. 1

commute with all infinitesimal generators and thus with all the group elements. Anticipating a little bit on a

forthcoming discussion of representations of a Lie algebra, in a unitary representation these Casimir operators

may be chosen hermitian hence diagonalisable, which allows one to apply the argument of Corollary 1: in an

irreducible representation, they are multiples of the identity. Thus for SU(2), J2 = j(j + 1)I in the spin j

representation.

2.1.7 Tensor product of representations. Clebsch-Gordan decompo-

sition

Tensor product of representations

A very commonly used method to construct irreducible representations of a given group consists

in building the tensor product of known representations and decomposing it into irreducible

representations. This is the situation encountered in Quantum Mechanics, when the transfor-

mation properties of the components of a system are known and one wants to know how the

system transforms as a whole (a system of two particles of spins j1 and j2 for example).

Let E1 and E2 be two vector spaces carrying representations D1 and D2 of a group G.

The tensor product 3 E = E1 ⊗ E2 is the space generated by linear combinations of (tensor)

“products” of a vector of E1 and a vector of E2: z =
∑

i x
(i) ⊗ y(i). The space E carries also

a representation, denoted D = D1 ⊗ D2, the tensor product (one says also direct product) of

representations D1 and D2. (See Chap. 0 for the example of the group SU(2)). On the vector

z above

D(g)z =
∑
i

D1(g)x(i) ⊗D2(g)y(i) . (2.22)

One readily checks that the character of representation D is the product of characters χ1 and

χ2 de D1 and D2

χ(g) = χ1(g)χ2(g) (2.23)

In particular, evaluating this relation for g = e, one has for finite dimensional representations

dimD = dim(E1 ⊗ E2) = dimE1. dimE2 = dimD1. dimD2 (2.24)

as is well known for a tensor product.

Clebsch-Gordan decomposition

The tensor product representation of two irreducible representations D and D′ is in general not

irreducible. If it is fully reducible (as is the case for the unitary representations that are our

chief concern), one performs the Clebsch-Gordan decomposition into irreducible representations

D ⊗D′ = ⊕jDj (2.25)

3The reader will find in Appendix D a short summary on tensor products and tensors.
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where in the right hand side, certain irreducible representations D1, · · · appear. The notation

⊕j encompasses very different situations: summation over a finite set (for finite groups), on a

finite subset of an a priori infinite but discrete set (compact groups) or on possibly continuous

variables (non compact groups).

If G is finite or compact and if its inequivalent irreducible representations are classified and

labelled: D(ρ), one may rather rewrite (2.25) in a way showing which of these inequivalent

representations appear, and with which multiplicity

D ⊗D′ = ⊕ρmρD
(ρ) . (2.26)

A more correct expression would be E ⊗ E′ = ⊕ρFρ ⊗ E(ρ) where Fρ is a vector space of dimension mρ, the

“multiplicity space”.

The integers mρ are all non negative. The equations (2.25) and (2.26) imply simple rules

on characters and dimensions

χD.χD′ =
∑
j

χj =
∑
ρ

mρχ
(ρ) (2.27)

dimD. dimD′ =
∑
j

dimDj =
∑
ρ

mρ dimD(ρ) . (2.28)

Example: the tensor product of two copies of the Euclidean space R3 does not form an irre-

ducible representation of the rotation group SO(3). This space is generated by tensor products

of vectors ~x and ~y and one may construct the scalar product ~x.~y which is invariant under the

group (trivial representation), a skew-symmetric rank 2 tensor

Aij = xiyj − xjyi

which transforms as a dimension 3 irreducible representation (spin 1),4 and a symmetric trace-

less tensor

Sij = xiyj + xjyi −
2

3
δij~x.~y

which transforms as an irreducible representation of dimension 5 (spin 2); thus we may always

decompose

xiyj =
1

3
δij~x.~y +

1

2
Aij +

1

2
Sij ; (2.29)

the total dimension is of course 9 = 3 × 3 = 1 + 3 + 5, and labelling in that simple case the

representations by their dimension, we write

D(3) ⊗D(3) = D(1) ⊕D(3) ⊕D(5) . (2.30)

Or equivalently, in a “spin” notation

(1)⊗ (1) = (0)⊕ (1)⊕ (2)

in which one recognizes the familiar rules of “addition of angular momentum” (see Chap. 0)

(j)⊗ (j′) = ⊕j+j
′

j′′=|j−j′|(j
′′) . (2.31)

4(such a tensor is “dual” to a vector: Aij = εijkzk, z = x× y)
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By iteration, one finds

D(3) ⊗D(3) ⊗D(3) = D(1) ⊕ 3D(3) ⊕ 2D(5) ⊕D(7) , (2.32)

with now multiplicities.

Invariants. A frequently encountered problem consists in counting the number of linearly

independent invariants (under the action of a group G) in the tensor product of certain pre-

scribed representations. This is an information contained in the decompositions into irreducible

representations like (2.26, 2.30, 2.32), where the multiplicity of the identity representation pro-

vides this number of invariants in the product of the considered representations. Exercise :

interpret in terms of classical geometric invariants the multiplicities m1 = 1, 1, 3 of the identity

representation that appear in tensor products (1) ⊗ (1), (1) ⊗ (1) ⊗ (1), (1) ⊗ (1) ⊗ (1) ⊗ (1)

of SO(3). We shall make an extensive use of such considerations in Chap 4 on SU(3) invariant

amplitudes. See also Problem II at the end of this chapter.

Clebsch-Gordan coefficients

Formula (2.25) describes how the representation matrices decompose into irreducible represen-

tations under a group transformation. It is also often important to know how vectors of the

representations at hand decompose. Let e
(ρ)
α , α = 1, · · · , dimD(ρ), be a basis of vectors of

representation ρ. One wants to expand the product of two such basis vectors, that is e
(ρ)
α ⊗ e(σ)

β ,

on some e
(τ)
γ . As representation τ may appear mτ times, one must introduce an extra index,

i = 1, · · · ,mτ . One writes

e(ρ)
α ⊗ e

(σ)
β =

∑
τ,γ,i

Cρ,α;σ,β|τi,γ e
(τi)
γ . (2.33)

or with notations borrowed from Quantum Mechanics

|ρ, α;σ, β 〉 ≡ |ρα 〉|σβ 〉 =
∑
τ,γ,i

〈 τiγ|ρ, α; σ, β 〉 |τiγ 〉 . (2.34)

The coefficients Cρ,α;σ,β|τi,γ = 〈 τiγ|ρ, α; σ, β 〉 are the Clebsch-Gordan coefficients. In contrast

with the multiplicities mρ in (2.26), they have no reason to be integers, as we saw in Chap. 0

on the case of the rotation group, nor even real in general. Suppose that we consider unitary

representations and that the bases have been chosen orthonormal. Then C.-G. coefficients

which represent a change of orthonormal basis in the space E1⊗E2 satisfy orthonormality and

completeness conditions∑
τ,γ,i

〈 τiγ|ρ, α; σ, β 〉〈 τiγ|ρ, α′; σ, β′ 〉∗ = δα,α′δβ,β′ (2.35)∑
α,β

〈 τiγ|ρ, α; σ, β 〉〈 τ ′jγ′|ρ, α; σ, β 〉∗ = δτ,τ ′δγ,γ′δi,j . (2.36)

This enables us to invert relation (2.34) into

|τiγ 〉 =
∑
α,β

〈 τiγ|ρ, α; σ, β 〉∗|ρ, α; σ, β 〉 (2.37)
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and justifies the notation

〈 ρ, α; σ, β|τiγ 〉 = 〈 τiγ|ρ, α; σ, β 〉∗ (2.38)

|τiγ 〉 =
∑
α,β

〈 ρ, α; σ, β|τiγ 〉|ρ, α; σ, β 〉 . (2.39)

Finally, applying a group transformation on both sides of (2.34) and using these relations, one

decomposes the product of matrices D(ρ) and D(σ) in a quite explicit way

D(ρ)
αα′D

(σ)
ββ′ =

∑
τ,γ,γ′,i

〈 τiγ|ρ, α;σ, β 〉∗ 〈 τiγ′|ρ, α′;σ, β′ 〉D(τi)
γγ′ . (2.40)

We shall see below (§ 2.4.4) an application of these formulae to Wigner-Eckart theorem.

2.1.8 Decomposition of a group representation into irreducible rep-

resentations of a subgroup

Let H be a subgroup of a group G, then any representation D of G may be restricted to H

and yields a representation D′ of the latter

∀h ∈ H D′(h) = D(h) . (2.41)

This is a very common method to build representations of H, once those of G are known. In

general, if D is irreducible (on G), D′ is not (on H), and once again the question arises of its

decomposition into irreducible representations. For example, given a finite subgroup of SU(2),

one wants to set up the (finite, as we see below) list of its irreducible representations, starting

from those of SU(2).

Another instance frequently encountered in physics: a symmetry group G is “broken” into a

subgroup H; how do the representations of G decompose into representations of H? Examples:

in solid state physics, the “point group” G ⊂ SO(3) of symmetry (of rotations and reflexions)

of a crystal is broken down to H by an external field; in particle physics, we shall encounter in

Chap. 4 and 5 the instances of SU(2)⊂ SU(3); U(1)×SU(2)× SU(3) ⊂ SU(5), etc.

2.2 Representations of Lie algebras

2.2.1 Definition. Universality

The notion of representation also applies to Lie algebras.

A representation of a Lie algebra g in a vector space E is by definition a homomorphism of

g into the Lie algebra of linear operators on the space E, i.e. a map X ∈ g 7→ d(X) ∈ EndE

which respects linearity and Lie bracket X, Y ∈ g, [X, Y ] 7→ d([X, Y ]) = [d(X), d(Y )] ∈ EndV .

A corollary of this definition is that in any representation of the algebra, the (representatives

of) generators satisfy the same commutation relations. In other words, in appropriate bases,
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the structure constants are the same in all representations. More precisely, if ti is a basis of g,

with [ti, tj] = C k
ij tk, and if Ti = d(ti) is its image by the representation d

[Ti, Tj] = [d(ti), d(tj)] = d([ti, tj]) = C k
ij d(tk) = C k

ij Tk .

Thus calculations carried in some particular representation and involving only commutation

rules of the Lie algebra remain valid in any representation. We have seen in Chap. 0, § 0.2.2,

an illustration of this universality property. In contrast, Casimir operators take different values

in different irreducible representations.

In parallel with the definitions of sect. 2.1, one defines the notions of faithful representation

of a Lie algebra (its kernel ker d = {X|d(X) = 0} reduces to the element 0 of g), of reducible

or irreducible representation (existence or not of an invariant subspace), etc.

2.2.2 Representations of a Lie group and of its Lie algebra

Any differentiable representation D of G into a space E gives a map d of the Lie algebra g into

the algebra of operators on E. It is obtained by taking the infinitesimal form of D(g), with

g(t) = I + tX (or g = etX)

d(X) :=
d

dt

∣∣∣
t=0
D(g(t)) , (2.42)

or, for t infinitesimal,

D(etX) = etd(X) . (2.43)

Let us show that this map is indeed compatible with the Lie bracket, thus giving a representation

of the Lie algebra. For this purpose, we repeat the discussion of chap. 1, § 1.3.4, to build the

commutator in a natural way. Let g(t) = etX and h(u) = euY be two one-parameter subgroups,

for t and u infinitesimally small and of same order. We have etXeuY e−tXe−uY = eZ with

Z = ut[X, Y ] + · · · , whence

ed(Z) = D(eZ) = D(etXeuY e−tXe−uY ) = D(etX)D(euY )D(e−tX)D(e−uY )

= etd(X)eud(Y )e−td(X)e−ud(Y )

= eut[d(X),d(Y )]+··· , (2.44)

and by identification of the leading terms, d([X, Y ]) = [d(X), d(Y )], qed.

◦ This connection between a representation of G and a representation of g applies in particular

to a representation of G which plays a special role, the adjoint representation of G into its Lie

algebra g . It is defined by the following action

X ∈ g Dadj(g)(X) = gXg−1 , (2.45)

which we denote Ad g X. (The right hand side of (2.45) must be understood either as resulting

from the derivative at t = 0 of g etXg−1, or, following the standpoint of these notes, as a matrix

multiplication, since then the matrices g and X act in the same space.)

The adjoint representation of G gives rise to a representation of g in the space g, also

called adjoint representation. It is obtained by taking the infinitesimal form of (2.45), formally
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g = I + tY , or by considering the one-parameter subgroup generated by Y ∈ g, g(t) = exp tY

and by calculating Ad g(t)X = g(t)Xg−1(t) = X+ t[Y,X] +O(t2) (cf. Chap. 1 (1.29)), whence

d

dt
Ad g(t)X

∣∣∣∣
t=0

= [Y,X] = adY X . (2.46)

where we recover (and justify) our notation ad of Chap. 1.

Exercise: show that matrices Ti defined by (Ti)
j
k = C j

ik satisfy commutation relations of

the Lie algebra as a consequence of the Jacobi identity, and thus form a basis of generators in

the adjoint representation.
Remark. To a unitary representation of G corresponds a representation of g by antihermitian operators

(or matrices). Physicists, who love Hermitian operators, usually include an “i” in front of the infinitesimal

generators: for example e−iψJ , [Ja, Jb] = iεabcJc, etc.

◦ Conversely, a representation of a Lie algebra g generates a representation of the unique

connected and simply connected group G whose Lie algebra is g. In other words if X
d7→ d(X)

is a representation of the algebra, eX 7→ ed(X) is a representation of that group. Indeed, the

BCH formula being “universal”, i.e. involving only linear combinations of brackets in the Lie

algebra, and being thus insensitive to the representation of g, we have:

eXeY = eZ 7→ ed(X)ed(Y ) = ed(Z) ,

showing that the homomorphism of Lie algebras integrates into a group homomorphism in

the neighbourhood of the identity. One finally proves that such a local homomorphism of

a connected and simply connected group G into a group G′ (here, the linear group GL(E))

extends in a unique way into an infinitely differentiable homomorphism of the whole G into

G′. To summarize, in order to find the (possibly unitary) representations of the group G it is

sufficient to find the representations by (possibly antihermitian) operators of its Lie algebra.

This fundamental principle has already been illustrated in Chap. 0 on the concrete cases of

SU(2) and SL(2,C).

2.3 Representations of compact Lie groups

In this section, we study the representations of compact groups on the field C of complex

numbers. Most of the results rely on the fact that one may integrate over the group with the

Haar measure dµ(g). Occasionally, we will compare with the non compact case. It is thus useful

to have in mind two archetypical cases: the compact group U(1)= {eix} with x ∈ R/2πZ (an

angle modulo 2π), and the non compact group R, the additive group of real numbers. The case

of finite groups, very close to that of compact groups, will be briefly mentionned at the end.

2.3.1 Orthogonality and completeness

Let G be a compact group. We shall admit that its inequivalent irreducible representations

are labelled by a discrete index, written in upper position: D(ρ). [Heuristiquement, pour un groupe
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compact, le Casimir C2 ≈ le laplacien sur le groupe est un operator elliptique sur un domaine compact, donc

a un spectre discret. Une irrep est indexée par une de ses valeurs propres et l’indice ρ représente donc cette

v.p de C2. ] These representations are a priori of finite or infinite dimension –in fact we shall

see below that the dimension nρ of D(ρ) is finite. In a finite or countable basis, the matrices

D(ρ)
αβ may be assumed to be unitary, according to the result of § 2.1.3. (In contrast, a generic

representation of a non compact compact depends on a continuous parameter. And we shall

see that its unitary representations are necessarily of infinite dimension.)
In our two cases of reference, the irreducible representations of U(1) (hence of dimension 1 for this abelian

group) are such that D(k)(x)D(k)(x′) = D(k)(x+x′), they are of the form D(k)(x) = eikx with k ∈ Z, the latter

condition to make the representation single valued when one changes the determination x → x + 2πn. For

G = R, one may also take x 7→ eikx, but nothing restricts k ∈ C, except unitarity which imposes k ∈ R.

Theorem: For a compact group, the matrices D(ρ)
αβ satisfy the following orthogonality properties∫

dµ(g)

v(G)
D(ρ)
αβ (g)D(ρ′)∗

α′β′ (g) =
1

nρ
δρρ′δαα′δββ′ (2.47)

and their characters satisfy thus∫
dµ(g)

v(G)
χ(ρ)(g)χ(ρ′)∗(g) = δρρ′ . (2.48)

In these formulae, dµ(g) denotes the Haar measure and v(G) =
∫
dµ(g) is the “volume of the

group”.

Proof: Take M an arbitrary matrix of dimension nρ × nρ′ and consider the matrix

V =

∫
dµ(g′)D(ρ)(g′)MD(ρ′)†(g′) . (2.49)

The left hand side of (2.47) is (up to a facteur v(G)) the derivative with respect to Mββ′ of

Vαα′ . The representations being unitary, D†(g) = D(g−1), it is easy, using the left invariance of

the measure dµ(g′) = dµ(gg′), to check that V satisfies

VD(ρ′)(g) = D(ρ)(g)V (2.50)

for all g ∈ G. By Schur lemma, the matrix V is thus vanishing if representations ρ and ρ′ are

different, and a multiple of the identity if ρ = ρ′.

a) In the former case, choosing a matrix M whose only non vanishing element is Mββ′ = 1 and

identifying the matrix element Vαα′ , one finds the orthogonality condition (2.47) with δρρ′ = 0.

b) If ρ = ρ′, choose first M11 = 1, the other Mββ′ vanishing. One has V = c1I, where the

coefficient c1 is determined by taking the trace: c1nρ = v(G)D11(I) = v(G), which proves that

the dimension nρ is finite.

c) Repeating the argument with an arbitrary matrix M , one finds again V = cMI and one

computes cM by taking the trace: cMnρ = v(G)trM , which, upon differentiation wrt Mββ′ ,

leads to the orthonormality (2.47), qed.

The proposition (2.48) then follows simply from the previous one by taking the trace on

α = β and α′ = β′.

Let us stress two important consequences of that discussion:
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• we just saw that any irreducible (and unitary) representation of a compact group is of

finite dimension;

• the relation (2.48) implies that two irreducible representations D(ρ) and D(σ) are equiva-

lent (in fact identical, according to our labelling convention) iff their characters are equal:

χ(ρ) = χ(σ) ⇐⇒ ρ = σ.

Case of a non compact group

A large part of the previous calculation still applies to a non compact group, provided it has a left invariant

measure (which holds true for a wide class of groups, cf Chap. 1, end of § 1.2.4) and if the representation is in

a prehilbertian separable space, hence with a discrete basis, and is square integrable: Dαβ ∈ L2(G). Choosing

M as in b), one finds again
∫
dµ(g) = c1 tr I. In the lhs, the integral over the group (“volume of the group” G)

diverges. In the rhs, tr I, the dimension of the representation, is thus infinite.

More generally, one may assert

Any unitary square integrable representation of a non compact group is of infinite dimension.

Of course, the trivial representation g 7→ 1 (which is not in L2(G)) evades the argument.

Let us test these results on the two cases U(1) and R. For the unitary representation eikx

of U(1), the relation (2.47) (or (2.48), which makes no difference for these representations of

dimension 1) expresses that ∫ 2π

0

dx

2π
eikxe−ik

′x = δkk′ ,

as is well known. On the other hand on R it would lead to∫ ∞
−∞

dxeikxe−ik
′x = 2πδ(k − k′)

with a Dirac function. Of course this expression is meaningless for k = k′, the representation

is not square integrable.

Completeness.

We return to compact groups. One may prove that the matrices D(ρ)
αβ (g) also satisfy a com-

pleteness property ∑
ρ,α,β

nρD(ρ)
αβ (g)D(ρ)∗

αβ (g′) = v(G)δ(g, g′) , (2.51)

or stated differently∑
ρ,α,β

nρD(ρ)
αβ (g)D(ρ)†

βα (g′) =
∑
ρ

nρχ
(ρ)(g.g′−1) = v(G)δ(g, g′) , (2.51)′

where δ(g, g′) is the Dirac distribution adapted to the Haar measure, i.e. such that
∫
dµ(g′)f(g′)δ(g, g′) =

f(g) for any sufficiently regular function f on G.

J.-B. Z M2 ICFP/Physique Théorique 2012 October 7, 2015
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This completeness property is important: it tells us that any C-valued function on the

group, continuous or square integrable, may be expanded on the functions D(ρ)
αβ (g)

f(g) =

∫
dµ(g′)δ(g, g′)f(g′) =

∑
ρ,α,β

nρD(ρ)
αβ (g)

∫
dµ(g′)

v(G)
D(ρ)†
βα (g′)f(g′) =:

∑
ρ,α,β

nρD(ρ)
αβ (g)f

(ρ)
αβ .

(2.52)
This is the Peter–Weyl theorem, a non trivial statement that we admit5. A corollary then
asserts that characters χ(ρ) of a compact group form a complete system of class functions, i.e.
invariant under g → hgh−1. In other words, any continuous (or L2) class function can be
expanded of irreducible characters.
Let us prove the latter assertion. If f is a continuous class function, f(g) = f(hgh−1), we apply the Peter-Weyl

theorem and examine the integral appearing in (2.52):

f
(ρ)
αβ =

∫
dµ(g′)

v(G)
f(g′)D(ρ)†

βα (g′) =

∫
dµ(g′)

v(G)
f(hg′h−1)D(ρ)†

βα (hg′h−1) ∀h

=

∫
dµ(h)

v(G)

dµ(g′)

v(G)
f(g′)D(ρ)†

βγ (h)D(ρ)†
γδ (g′)D(ρ)†

δα (h−1)

=

∫
dµ(g′)

v(G)
f(g′)D(ρ)†

γδ (g′)
1

nρ
δαβδγδ by (2.47)

=
1

nρ

∫
dµ(g′)

v(G)
f(g′)χ(ρ)∗(g′)δαβ (2.53)

from which it follows that (2.52) reduces to an expansion on characters, qed.

Let us test these completeness relations again in the case of U(1). They express that

∞∑
k=−∞

eikxe−ikx
′
= 2πδP (x− x′) (2.54)

where δP (x − x′) =
∑∞

`=−∞ δ(x − x′ − 2π`) is the periodic Dirac distribution (alias “Dirac’s

comb”). Then (2.52) means that any 2π-periodic function (with adequate regularity conditions)

may be represented by its Fourier series

f(x) =
∞∑

k=−∞

eikxfk fk =

∫ π

−π

dx

2π
f(x)e−ikx . (2.55)

For the non compact group R, the completeness relation (which is still true in that case)

amounts to a Fourier transformation

f(x) =

∫ ∞
−∞

dkf̃(k)eikx f̃(k) =

∫ ∞
−∞

dx

2π
f(x)e−ikx . (2.56)

Peter–Weyl theorem for an arbitrary group is thus a generalization of Fourier decompositions.
The SO(2) rotation group in the plane is isomorphic to the U(1) group. If we look at real representations,

their dimension is no longer equal to 1 but to 2 (except the trivial representation)

D(k)(α) =

(
cos kα − sin kα

sin kα cos kα

)
, k ∈ N∗ , χ(k)(α) = 2 cos kα (2.57)

What are now the orthogonality and completeness relations?

5For a proof, see for example, T. Bröcker and T. tom Dieck, see bibliography at the end of this chapter
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2.3.2 Consequences

For a compact group,

(i) any representation being completely reducible, its character reads

χ =
∑
ρ

mρχ
(ρ) (2.58)

and multiplicities may be computed by

mρ =

∫
dµ(g)

v(G)
χ(g)χ(ρ)∗(g) . (2.59)

One also has ‖χ‖2 :=
∫ dµ(g)

v(G)
|χ(g)|2 =

∑
ρm

2
ρ, an integer greater or equal to 1. Thus a rep-

resentation is irreducible iff its character satisfies the condition ‖χ‖2 = 1. At any rate the

computation of ‖χ‖2 gives indications on the number of irreducible representations appearing

in the decomposition of the representation of character χ, a very useful information in the

contexts mentionned in § 2.1.7 and 2.1.8.

More generally, any class function may be expanded on irreducible characters (Peter-Weyl).

(ii) In a similar way one may determine multiplicities in the Clebsch-Gordan decomposition

of a direct product of two representations by projecting the product of their characters on

irreducible characters. Let us illustrate this on the product of two irreducible representations

ρ and σ

D(ρ) ⊗D(σ) = ⊕τmτD
(τ) (2.60)

χ(ρ)χ(σ) =
∑
τ

mτχ
(τ) (2.61)

mτ =

∫
dµ(g)

v(G)
χ(ρ)(g)χ(σ)(g)χ(τ)∗(g) , (2.62)

and hence the representation τ appears in the product ρ⊗σ with the same multiplicity as σ∗ in

ρ⊗ τ ∗. Exercise: show that the identity representation appears in the product ρ⊗σ iff σ = ρ∗,

the complex conjugate of representation ρ as in sect. 2.1.4.

Case of SU(2)

It is a good exercise to understand how the different properties discussed in this section are

realized by representation matrices of SU(2). This will be discussed in detail in TD and in

App. E.

2.3.3 Case of finite groups

We discuss only briefly the case of finite groups. Theorems (2.47, 2.48, 2.51) and their conse-

quences (2.58, 2.59, 2.60), which are based on the existence of an invariant measure, remain of

course valid. It suffices to replace in these theorems the group volume v(G) by the order |G|
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(=number of elements) of G, and
∫
dµ(g) by

∑
g∈G:

1

|G|
∑
g∈G

D(ρ)
αβ (g)D(ρ′)∗

α′β′ (g) =
1

nρ
δρρ′δαα′δββ′ (2.63)

∑
ρ,α,β

nρ
|G|
D(ρ)
αβ (g)D(ρ)∗

αβ (g′) = δg,g′ . (2.64)

But representations of finite groups enjoy additional properties. Let us show that the dimensions

of inequivalent irreducible representations verify∑
ρ

n2
ρ = |G| . (2.65)

This follows from the fact that the system of equations (2.63-2.64) expresses that the matrix

Uρ,αβ ; g :=
(
nρ
|G|

) 1
2 D(ρ)

αβ (g) of dimensions
∑

ρ n
2
ρ × |G| satisfies UU † = I, U †U = I, which is

possible only if it is a square matrix, qed.

Moreover

Proposition. The number r of inequivalent irreducible representations is finite and is equal

to the number m of classes Ci in the group.

Proof: Denoting χ
(ρ)
j the value of character χ(ρ) in class Ci, one may rewrite the orthogonality

and completeness properties of characters as

1

|G|

m∑
i=1

|Ci|χ(ρ)
i χ

(ρ′)∗
i = δρρ′ (2.66a)

|Ci|
|G|

r∑
ρ=1

χ
(ρ)
i χ

(ρ)∗
j = δij . (2.66b)

(Exercise : derive the second relation from (2.52) and (2.53), applied to a finite group.)

But once again, these relations mean that the matrix Kρ i :=
(
|Ci|
|G|

) 1
2
χ

(ρ)
i of dimensions r ×m

satisfies KK† = I, K†K = I, thus is a square (and unitary) matrix, m = r, qed.

The character table of a finite group is the square table made of the (real or complex) numbers χ
(ρ)
i ,

ρ = 1, · · · r, i = 1, · · · ,m = r. Its rows and columns satisfy the orthogonality properties (2.66).

We illustrate it on the example of the group T , subgroup of the rotation group SO(3) leaving invariant

a regular tetrahedron. This group of order 12 has 4 conjugacy classes Ci, that of the identity, that of the 3

rotations of π around an axis joining the middles of opposite edges, that of the 4 rotations of 2π/3 around an

axis passing through a vertex, and that of the 4 rotations of −2π/3, see Fig. 2.1 .

This group has 4 irreducible representations, and one easily checks using (2.65) that their dimensions can

only be nρ = 1, 1, 1 and 3. The character table is thus a 4 × 4 table, of which one row is already known, that

of the identity representation D1, and one column, that of dimensions nρ. The spin 1 representation of SO(3)

yields a dimension 3 representation of T whose character χ takes the values χi = 1 + 2 cos θi = (3,−1, 0, 0) in

the four classes ; according to the criterion of § 2.3.2, ‖χ‖2 =
∑
i
|Ci|
|G| |χi|

2 = 1 and this character is irreducible.

This gives a second row (called D4). The spin 2 representation of SO(3) gives a representation of dimension 5

which is reducible (same criterion) into a sum of 3 irreps, and is orthogonal to D1. This is the sum of rows D2,

D3 and D4, in which j = e2πi/3, with j + j2 = −1.
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+
!

A

B

C

D"

2"
3

Figure 2.1: A tetrahedron, with two axes of rotation

↓ irreps. ρ \ Classes Ci → C(0) C(π) C( 2π
3 ) C(− 2π

3 )

D1 1 1 1 1

D2 1 1 j j2

D3 1 1 j2 j

D4 3 -1 0 0

|Ci| 1 3 4 4

Check that relations (2.66) are satisfied. Explain why the group T is nothing else than the alternate group

A4 of even permutations of 4 objects.

[Une autre propert non triviale est que la dimension de toute irrep d’un groupe fini G divise l’ordre |G|.]

2.3.4 Recap

For a compact group, any irreducible representation is of finite dimension and equivalent to

a unitary representation. Its matrix elements and characters satisfy orthogonality and com-

pleteness relations. The set of irreducible representations is discrete.

For a finite group, (a case very superficially treated in this course), the same orthogonality

and completeness properties are satisfied. And one has additional properties, for example

the number of inequivalent irreducible representations is finite, and equal to the number of

conjugacy classes of the group.

For a non compact group, the unitary representations are generally of infinite dimension.

(On the other hand there may exist non unitary finite dimensional representations, see for

instance the case of SL(2,C) in Chap. 0). The set of irreducible representations is indexed by

discrete and continuous parameters.

2.4 Projective representations. Wigner theorem.

2.4.1 Definition

A projective representation of a group G is a linear representation up to a phase of that group

(here we restrict ourselves to unitary representations). For g1, g2 ∈ G, one has

U(g1)U(g2) = eiζ(g1,g2)U(g1g2) . (2.67)
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One may always choose U(e) = I, and thus ∀g ζ(e, g) = ζ(g, e) = 0. One may also redefine

U(g)→ U ′(g) = eiα(g)U(g), which changes

ζ(g1, g2)→ ζ ′(g1, g2) = ζ(g1, g2) + α(g1) + α(g2)− α(g1g2) . (2.68)

The function ζ(g1, g2) of G×G in R is what is called a 2-cochain. It is closed (and it is thus called 2-cocycle)

because of the associativity property:

∀g1, g2, g3 (∂ζ)(g1, g2, g3) := ζ(g1, g2) + ζ(g1g2, g3)− ζ(g2, g3)− ζ(g1, g2g3) = 0 (2.69)

(check it). In general, for a n-cochain ϕ(g1, · · · , gn), one defines the operator ∂ which takes n-cochains to

n+ 1-cochains:

(∂ϕ)(g1, · · · , gn+1) =

n∑
i=1

(−1)i+1ϕ(g1, g2, · · · , (gigi+1), · · · , gn+1)− ϕ(g2, · · · , gn+1) + (−1)nϕ(g1, · · · , gn) .

For a 1-cochain α(g), ∂α(g1, g2) = α(g1g2)− α(g1)− α(g2), and hence (2.68) reads ζ ′ = ζ − ∂α.

Check that ∂2 = 0.

The questions whether representation U(g) is intrinsically projective, or may be brought back to an ordinary

representation by a change of phase amounts to knowing if the cocycle ζ is trivial, i.e. if there exists α(g) such

that in (2.68), ζ ′ = 0. In other words, is the 2-cocycle ζ, which is closed (∂ζ = 0) by (2.69), also exact, i.e. of

the form ζ = ∂α? This is a typical problem of cohomology. Cohomology of Lie groups is a broad and much

studied subject, . . . on which we won’t dwell in these lectures.

One may summarize a fairly long and complex discussion (sketched below in § 2.4.5) by

saying that for a semi-simple groupG, such as SO(n), the origin of the projective representations

is to be found in the non simple-connectivity of G. Indeed, in the case of a non simply connected

group G, the unitary representations of G̃, its universal covering, give representations up to a

phase of G. For example, one recovers that the projective representations of SO(3) (up to a

sign) are representations of SU(2). This is also the case of the proper orthochronous subgroup

L↑+ of the Lorentz group O(1,3), the universal covering of which is SL(2,C).

Before we proceed, it is legitimate to ask the question: why are projective representations

of interest for the physicist? The reason is that transformations of a quantum system make use

of them, as we shall now see.

2.4.2 Wigner theorem

Consider a quantum system, the (pure) states of which are represented by rays6 of a Hilbert

space H, and in which the observables are self-adjoint operators on H. Suppose there exists a

transformation g of the system (states and observables) which leave unchanged the quantities

|〈φ|A|ψ 〉|2, i.e.

|ψ 〉 → |gψ 〉 , A→ gA such that |〈φ|A|ψ 〉| = |〈 gφ|gA|gψ 〉| . (2.70)

One then proves the following theorem

6ray = vector up to scalar, or up to a phase if normalized
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Wigner theorem: If a bijection between rays and between auto-adjoint operators of a

Hilbert space H preserves the modules of scalar products

|〈φ|A|ψ 〉| = |〈 gφ|gA|gψ 〉| , (2.71)

then this bijection is realized by an operator U(g), linear or antilinear, unitary on H, and

unique up to a phase, i.e.

|gψ 〉 = U(g)|φ 〉 , gA = U(g)AU †(g) ; U(g)U †(g) = U(g)†U(g) = I . (2.72)

Recall first what is meant by antilinear operator. Such an operator satisfies

U(λ|φ 〉+ µ|ψ 〉) = λ∗U |φ 〉+ µ∗U |ψ 〉 (2.73)

and its adjoint is defined by

〈φ|U †|ψ 〉 = 〈Uφ|ψ 〉∗ = 〈ψ|Uφ 〉 , (2.74)

so as to be consistent with linearity

〈λφ|U †|ψ 〉 = λ∗〈φ|U †|ψ 〉 . (2.75)

If it is also unitary,

〈ψ|φ 〉∗ = 〈φ|ψ 〉 = 〈φ|U †U |ψ 〉 = 〈Uφ|Uψ 〉∗ , (2.76)

hence 〈Uφ|Uψ 〉 = 〈ψ|φ 〉.
The proof of the theorem is a bit cumbersome. It consists in showing that given an orthonor-

mal basis |ψk 〉 in H, one may find representatives |gψk〉 of the transformed rays such that a

representative of the transformed ray of
∑
ck|ψk〉 is

∑
c′k|gψk〉 with either all the c′k = ck, or

all the c′k = c∗k. Stated differently, the action |ψ 〉 → |gψ 〉 is on the whole H either linear, or

antilinear.

Once the transformation of states by the operator U(g) is known, one determines that of

observables: gA = U(g)AU †(g) so as to have

〈 gφ|gA|gψ 〉 = 〈Uφ|UAU †|Uψ 〉 (2.77)

= 〈φ|U †UAU †U |ψ 〉# (2.78)

= 〈φ|A|ψ 〉# (2.79)

with # = nothing or ∗ depending on whether U is linear or antilinear.
The antilinear case is not of academic interest. One encounters it in the study of time

reversal.
The T operation leaves unchanged the position operator x, but changes the sign of velocities, hence of the

momentum vector p

x′ = U(T )xU†(T ) = x (2.80)

p′ = U(T )pU†(T ) = −p . (2.81)
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The canonical commutation relations are consistent with T only if U(T ) is antilinear

[x′j , p
′
k] = −[xj , pk] = −i~δjk (2.82)

= U(T )[xj , pk]U†(T ) = U(T )i~δjkU†(T ) (2.83)

Another argument: U(T ) commutes with time translations, the generator of which is i times the Hamiltonian:

U(T )iHU†(T ) = −iH (since t → −t). If U were linear, one would conclude that UHU† = −H, something

embarrassing if the spectrum of H is bounded from below, Spec(H) ≥ Emin, as in any decent physical system!

The transformations of a quantum system, i.e. the bijections of Wigner theorem, form a

group G: if g1 and g2 are two such bijections, their composition g1g2 is another one, and so is

g−1
1 . By virtue of the unicity up to a phase of U(g) in the theorem, the operators U(g) (that will

be assumed linear in the following) thus form a representation up to a phase, i.e. a projective

representation of G.

An important point of terminology

Up to this point, we have been discussing transformations of a quantum system without any

assumption on its possible invariance under these transformations, i.e. on the way they affect

(or not) its dynamics. These transformations may be considered from an active standpoint:

the original system is compared with the transformed system, or from a passive standpoint:

the same system is examined in two different coordinate systems (two observers) obtained from

one another by the transformation.

2.4.3 Invariances of a quantum system

Suppose now that under the action of some group of transformations G, the systeme is invariant,

in the sense that its dynamics, controlled by its Hamiltonian H, is unchanged. Let us write

H = U(g)HU †(g)

or alternatively

[H,U(g)] = 0 . (2.84)

An invariance (or symmetry) of a quantum system under the action of a group G is thus defined

as the existence of a unitary projective (linear ou antilinear) representation of that group in

the space of states, that commutes with the Hamiltonian.

• This situation implies the existence of conservation laws. To see that, note that any

observable function of the U(g) commutes with H, and is thus a conserved quantity

i~
∂F(U(g))

∂t
= [F(U(g)), H] = 0 (2.85)

and each of its eigenvalues is a “good quantum number”: if the system is in an eigenspace V
of F at time t, it stays in V in its time evolution. If G is a Lie group, take g an infinitesimal

transformation and denote by T the infinitesimal generators in the representation under study,

U(g) = I − i δαjTj
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(where one chose self-adjoint T to have U unitary), the Tj are observables that commute with

H, hence conserved quantities, but in general not simultaneously measurable.

Examples.

Translation group −→ Pµ energy–momentum; rotation group −→Mµν angular momentum.

Note also that these operators Ti which realise in the quantum theory the infinitesimal opera-

tions of the group G form a representation of the Lie algebra g. One may thus state that they

satisfy the commutation relations

[Ti, Tj] = iC k
ij Tk (2.86)

(with an “i” because one chose to consider Hermitian operators). The maximal number of

these operators that may be simultaneously diagonalised, hence of these conserved quantities

that may be fixed, depends on the structure of g and of these commutation relations.

• On the other hand, the assumption of invariance made above has another consequence, of

frequent and important application. If the space of states H which “carries” a representation of

a group G is decomposed into irreducible representations, in each space E(ρ), assumed first to

be of multiplicity 1, the Hamiltonian is a multiple of the identity operator, by Schur’s lemma.

One has thus a complete information on the nature of the spectrum: eigenspace E(ρ) and

multiplicity of the eigenvalue Eρ of H equal to dimE(ρ) 7. If some representation spaces E(ρ)

appear with a multiplicity mρ larger than 1, one has still to diagonalise H in the sum of these

spaces ⊕iE(ρ,i), which is certainly easier than the original diagonalisation problem in the initial

space H. We shall see below that the Wigner-Eckart theorem allows us to simplify this last

step. Group theory has thus considerably simplified our task, although it does not give the

values of the eigenvalues Eρ.
In that discussion, we have focused on the Hamiltonian point of view. As is well known, there is a parallel

discussion in the – classical or quantum – Lagrangian formalism. There invariances of the Lagrangian (or of

the action) imply the existence of divergenceless Noether currents and of conserved quantities.

2.4.4 Transformations of observables. Wigner–Eckart theorem

According to (2.72), the transformation of an operator on H obeys: A→ U(g)AU(g)†. Suppose

we are given a set of such operators, Aα, α = 1, 2, · · · , transforming linearly among themselves,

i.e. spanning a representation:

Aα → U(g)AαU(g)† =
∑
α′

Aα′Dα′α(g) . (2.87)

If the representation D is irreducible, the operators Aα form what is called an irreducible op-

erator (or irreducible “tensor”).

For example, in atomic physics, the angular momentum ~J and the electric dipole moment∑
i qi~ri are operators transforming like vectors under rotations.

7It may happen that the multiplicity of some eigenvalue Eρ of H is higher than mρ, either because of the

existence of a symmetry group larger than G, or because some representations come in complex conjugate pairs,

or for some “accidental” reason.
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Using the notations of section 2.2, suppose that the Aα transform by the irreducible represen-

tation D(ρ) and apply them on states |σβ 〉 transforming according to the irreducible represen-

tation D(σ). The resulting state transforms as

U(g)Aα|σβ 〉 = U(g)AαU(g)†U(g)|σβ 〉 = D(ρ)
α′α(g)D(σ)

β′β(g)Aα′|σβ′ 〉 (2.88)

that is, according to the tensor product of representations D(ρ) and D(σ). Following (2.40), one

may decompose on irreducible representations

D(ρ)
α′α(g)D(σ)

β′β(g) =
∑
τ,γ,γ′,i

〈 τiγ|ρ, α;σ, β 〉〈 τiγ′|ρ, α′;σ, β′ 〉∗D(τi)
γ′γ (g) . (2.89)

Suppose now that the group G is compact (or finite). The representation matrices satisfy the

orthogonality property (2.47). One may thus write

〈 τγ|Aα|σβ 〉 = 〈 τγ|U(g)†U(g)Aα|σβ 〉 ∀g ∈ G

=

∫
dµ(g)

v(G)
〈 τγ|U(g)†U(g)Aα|σβ 〉

=

∫
dµ(g)

v(G)

∑
α′,β′,γ′

D(τ)∗
γ′γ (g)〈 τγ′|Aα′ |σβ′ 〉D(ρ)

α′α(g)D(σ)
β′β(g)

=
1

nτ

∑
α′,β′,γ′,i

〈 τiγ|ρ, α;σ, β 〉〈 τiγ′|ρ, α′;σ, β′ 〉∗〈 τiγ′|Aα′|σβ′ 〉 . (2.90)

Introduce the notation

〈 τ ‖ A ‖ σ 〉i :=
1

nτ

∑
α′,β′,γ′

〈 τiγ′|ρ, α′;σ, β′ 〉∗〈 τiγ′|Aα′|σβ′ 〉 . (2.91)

It follows that (Wigner–Eckart theorem):

〈 τγ|Aα|σβ 〉 =
mτ∑
i=1

〈 τ ‖ A ‖ σ 〉i〈 τiγ|ρ, α;σ, β 〉 (2.92)

in which the “reduced matrix elements” 〈 . ‖ A ‖ . 〉i are independent of α, β, γ. The matrix

element of the lhs in (2.92) vanishes if the Clebsch-Gordan coefficient is zero, (in particular

if the representation τ does not appear in the product of ρ and σ). This theorem has many

consequences in atomic and nuclear physics, where it gives rise to “selection rules”. See for

example in Appendix E.3 the case of the electric multipole moment operators.

This theorem enables us also to simplify the diagonalisation problem of the Hamiltonian H

mentionned at the end of § 2.4.3, when a representation space appears with a multiplicity mρ.

Labelling by an index i = 1, · · ·mρ the various copies of representation ρ, one has thanks to

(2.92)

〈 ραi|H|ρα′i′ 〉 = δαα′〈 ρi ‖ H ‖ ρi′ 〉 (2.93)

and the problem boils down to the diagonalisation of a mρ ×mρ matrix.
Exercise. For the group SO(3), let Km

1 be the components of an irreducible vector operator (for example,

the electric dipole moment of Appendix E.3). Using Wigner-Eckart theorem show that

〈 j,m1|Km
1 |j,m2 〉 = 〈 j,m1|Jm|j,m2 〉

〈 ~J. ~K 〉j
j(j + 1)

(2.94)

where 〈 ~J. ~K 〉j denotes the expectation value of ~J. ~K in state j. In other terms, one may replace ~K by its

projection ~J
〈 ~J. ~K 〉j
j(j+1) .
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2.4.5 Infinitesimal form of a projective representation. Central ex-

tension

If G is a Lie group of Lie algebra g, let ta be a basis of g

[ta, tb] = C c
ab tc .

In a projective representation (2.67), let us examine the composition of two infinitesimal transformations of the

form I + αta and I + βtb. As ζ(I, g) = ζ(g, I) = 0, ζ(I + αta, I + βtb) is of order αβ

iζ(I + αta, I + βtb) = αβzab . (2.95)

The ta are represented by Ta, and by expanding to second order, we find

e−iζ(I+αta,I+βtb)U(eαta)U(eβtb) = U
(
eαtaeβtb

)
= U

(
e(αta+βtb)e

1
2αβ[ta,tb]

)
and thus, with U(eαta) = eαTa etc,

αβ

(
−zabI +

1

2
[Ta, Tb]−

1

2
C c
ab Tc

)
= 0

(which proves that zab must be antisymmetric in a, b). One thus finds that the commutation relations of T are

modified by a central term (i.e. commuting with all the other generators)

[Ta, Tb] = C c
ab Tc + 2zabI .

The existence of projective representations may thus imply the realization of a central extension of the Lie

algebra. One calls that way the new Lie algebra generated by the Ta and by one or several new generator(s)

Cab commuting with all the Ta (and among themselves)

[Ta, Tb] = C c
ab Tc + Cab [Cab, Tc] = 0 [Cab, Ccd] = 0 . (2.96)

(In an irreducible representation of the algebra, Schur’s lemma ensures that Cab = cabI.) The triviality (or

non-triviality) of the cocycle ζ translates in infinitesimal form into the possibility (or impossibility) of getting

rid of the central term by a redefinition of the T

Ta → T̃a = Ta +Xa [T̃a, T̃b] = C c
ab T̃c , (2.97)

in a way consistent with the contraints on the C c
ab and Cab coming from the Jacobi identity.

Exercise. Write the constraint that the Jacobi identity puts on the constants C c
ab and Cab. Show that

Cab = C c
ab Dc gives a solution and that a redefinition such as (2.97) is then possible.

One proves (Bargmann) that for a connected Lie group G, the cocycles are trivial if

1. there exists no non-trivial central extension of g;

2. G is simply connected.

As for point 1), a theorem of Bargmann tells us that there is no non-trivial central extension for any semi-

simple algebra, like those of the classical groups SU(n), SO(n), Sp(2n). It is thus point 2) which is relevant.

[par contre, Galilée ?]

If the group G is not simply connected, one studies the (say unitary) representations of its universal covering

G̃, which are representations up to a phase of G (the group π1(G) = G̃/G is represented on U(1)). This is the

case of the groups SO(n) and their universal covering Spin(n), (for example SO(3)), or of the Lorentz group

O(1,3), as recalled above.

?

J.-B. Z M2 ICFP/Physique Théorique 2012 October 7, 2015
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Appendix D. ‘Tensors, you said tensors?’

The word “tensor” covers several related but not quite identical concepts. The aim of this

appendix is to (try to) clarify these matters. . .

D.1. Algebraic definition

Given two vector spaces E and F , their tensor product is by definition the vector space E ⊗F
generated by the pairs (x, y), x ∈ E, y ∈ F , denoted x⊗ y. An element of E ⊗ F thus reads

z =
∑
α

x(α) ⊗ y(α) (D.1)

with a finite sum over vectors x(α) ∈ E, y(α) ∈ F (a possible scalar coefficient λα has been

absorbed into a redefinition of the vector x(α)).

If A, resp. B, is a linear operator acting in E, resp. F , A⊗B is the linear operator acting

in E ⊗ F according to

A⊗B(x⊗ y) = Ax⊗By (D.2)

A⊗B
∑
α

(x(α) ⊗ y(α)) =
∑
α

Ax(α) ⊗By(α) (D.3)

In particular if E and F have two bases ei and fj, z = x⊗ y =
∑

i,j x
iyjeifj, the basis E ⊗ F

and the components of z are labelled by pairs of indices (i, j), and A⊗ B is described in that

basis by a matrix which is read off

(A⊗B)z =
∑
i,i′,j,j′

Aii′Bjj′x
i′yj

′
eifj =: (A⊗B)ii′;jj′z

i′j′ei ⊗ fj (D.4)
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thus

(A⊗B)ij;i′j′ = Aii′Bjj′ , (D.5)

a formula which is sometimes taken as a definition of tensor product of two matrices.

D.2. Group action

If a group G has representations D and D′ in two vector spaces E and F , x ∈ E 7→ D(g)x =

eiDijxj, and likewise for y ∈ F , the tensor product representation D ⊗D′ in E ⊗ F is defined

by

D(g)⊗D′(g)(x⊗ y) = D(g)x⊗D′(g)y (D.6)

in accord with (D.2). The matrix of D ⊗D′ in a basis ei ⊗ fj is Dii′D′jj′ .
Another way of saying it is: if x “transforms by the representation D” and y by D′, under

the action of g ∈ G, i.e. x′ = D(g)x, y′ = D′(g)y, x⊗ y 7→ x′ ⊗ y′, with

(x′ ⊗ y′)ij = xiyj = Dii′D′jj′xi
′
yj
′
, (D.7)

another formula sometimes taken as a definition of a tensor (under the action of G).

The previous construction of rank 2 tensors zij may be iterated to make tensor products

E1 ⊗ E2 ⊗ · · ·Ep and rank p tensors zi1···ip . This is what we did in Chap. 0, § 0.3.3, in the

construction of the representations of SU(2) by symmetrized tensor products of the spin 1
2

representation, or in § 0.6.4 for those of SL(2,C), by symmetrized tensor products of the two

representations with pointed or unpointed indices, (0, 1
2
) and (1

2
, 0).

Appendix E. More on representation matrices of SU(2)

We return to the representation matrices Dj of SU(2) defined and explicitly constructed in §
0.3.2 and 0.3.3.

E.1. Orthogonality, completeness, characters

All unitary representations of SU(2) have been constructed in Chap. 0. Following the discussion

of § 2.3, the matrix elements of Dj satisfy orthogonality and completeness properties, which

make use of the invariant measure on SU(2) introduced in Chap. 1 (§ 1.2.4 and App. C)

(2j + 1)

∫
dµ(U)

2π2
Djmn(U)Dj

′∗
m′n′(U) = δjj′δmm′δnn′ (E.1)∑

jmn

(2j + 1)Djmn(U)Dj∗mn(U ′) = 2π2δ(U,U ′) .

The “delta function” δ(U,U ′) appearing in the rhs of (E.1) is the one adapted to the measure

dµ(U), such that
∫
dµ(U ′)δ(U,U ′)f(U ′) = f(U); in Euler angles parametrization α, β, γ for

example,

δ(U,U ′) = 8δ(α− α′)δ(cos β − cos β′)δ(γ − γ′) , (E.2)
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(see Appendix C of Chap. 1). The meaning of equations (E.1) is that functions Djmn(U) form

a complete and orthogonal basis in the space of functions (continuous or square integrable) on

the group SU(2) (Peter–Weyl theorem).

Characters of representations of SU(2) follow from the previous expressions

χj(U) = χj(ψ) = trDj(n, ψ) =

j∑
m=−j

eimψ (E.3)

=
sin
(

2j+1
2
ψ
)

sin ψ
2

.

Note that these expressions are polynomials (so-called Chebyshev polynomials of 2nd kind) of

the variable 2 cos ψ
2

(see exercise D at the end of this chapter). In particular

χ0(ψ) = 1 χ 1
2
(ψ) = 2 cos

ψ

2
χ1(ψ) = 1 + 2 cosψ etc . (E.4)

One may then verify all the expected properties

unitarity and reality χj(U
−1) = χ∗j(U) = χj(U)

parity and periodicity χj(−U) = χj(2π + ψ) = (−1)2jχj(U) (E.5)

orthogonality
∫ 2π

0
dψ sin2 ψ

2
χj(ψ)χj′(ψ) = πδjj′

completeness
∑

j=0, 1
2
,··· χj(ψ)χj(ψ

′) = π

sin2 ψ
2

δ(ψ − ψ′) = π

2 sin ψ
2

δ(cos ψ
2
− cos ψ′

2
)

The latter expresses that characters form a complete basis of class functions, i.e. of even

2π-periodic functions of 1
2
ψ. This is a variant of the Fourier expansion.

Does the multiplicity formula (2.60) lead to the well known formulae (2.31)?

E.2. Special functions. Spherical harmonics

We are by now familiar with the idea that infinitesimal generators act in each representation

as differential operators. This is true in particular in the present case of SU(2): the generators

Ji appear as differential operators with respect to parameters of the rotation, compare with

the case of a one-parameter subgroup exp−iJψ for which J = i∂/∂ψ. This gives rise to

differential equations satisfied by the Djm′m and exposes their relation with “special functions”

of mathematical physics.

We already noticed in Chap. 0 that the construction of the Wigner D matrices in § 0.3.3

applies not only to SU(2) matrices but also to arbitrary matrices A =
(
a b

c d

)
in the linear group

GL(2,C). Equation (0.70) of Chap. 0 still holds true

Pjm(ξ′, η′) =
∑
m′

Pjm′(ξ, η)Djm′m(A) . (0-0.70)

The combination (aξ + cη)j+m(bξ + dη)j−m clearly satisfies(
∂2

∂a∂d
− ∂2

∂b∂c

)
(aξ + cη)j+m(bξ + dη)j−m = 0 (E.6)
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and because of the independance of the Pjm(ξ, η), the Djm′m(A) satisfy the same equation. If

we now impose that d = a∗, c = −b∗, but ρ2 = |a|2 + |b|2 is kept arbitrary, the matrices A

satisfy AA† = ρ2I, detA = ρ2, hence A = ρU , U ∈ SU(2), and (E.6) leads to

∆4Djm′m(A) = 4

(
∂2

∂a∂a∗
+

∂2

∂b∂b∗

)
Djm′m(A) = 0 (E.7)

where ∆4 is the Laplacian in the space R4 with variables u0,u, and a = u0 + iu3, b = u1 + iu2.

[le 4 car dans les coordonnées a, a∗, gµν = 1
2

(
0 1

1 0

)
⇒ gµν = 2

(
0 1

1 0

)
, donc ∆ = 1√

g
∂
∂ξµ g

µν√g ∂
∂ξν = 4 · · · .]

In polar coordinates

∆4 =
∂2

∂ρ2
+

3

ρ

∂

∂ρ
+

1

ρ2
∆S3 (E.8)

where the last term ∆S3 , Laplacian on the unit sphere S3, acts only on “angular variables”

U ∈ SU(2), see App. 0 of Chap. 0. The functions Dj being homogeneous of degree 2j in

a, b, c, d hence in ρ, one finally gets

− 1

4
∆S3Djm′m(U) = j(j + 1)Djm′m(U) . (E.9)

For example, using the parametrization by Euler angles, one finds (see (0.126)){ 1

sin β

∂

∂β
sin β

∂

∂β
+

1

sin2 β

[
∂2

∂α2
+

∂2

∂γ2
− 2 cos β

∂2

∂α∂γ

]
+j(j+1)

}
Dj(α, β, γ)m′m = 0 . (E.10)

For m = 0 (hence j necessarily integer), the dependence on γ disappears (see 0.61)). Choose

for example γ = 0 and perform a change of notations (j,m′) → (l,m) and (β, α) → (θ, φ), so

as to recover classical notations. The equation reduces to[
1

sin θ

∂

∂θ
sin θ

∂

∂θ
+

1

sin2 θ

∂2

∂φ2
+ l(l + 1)

]
Dlm0(φ, θ, 0) = 0 . (E.11)

The differential operator made of the first two terms is the Laplacian ∆S2 on the unit sphere

S2. Equation (E.11) thus defines spherical harmonics Y m
l (θ, φ) as eigenvectors of the Laplacian

∆S2 . The correct normalisation is[
2l + 1

4π

] 1
2

Dlm0(φ, θ, 0) = Y m∗
l (θ, φ) . (E.12)

Introduce also the Legendre polynomials and functions Pl(u) and Pm
l (u), which are defined for

integer l and u ∈ [−1, 1] by

Pl(u) =
1

2ll!

dl

dul
(u2 − 1)l (E.13)

Pm
l (u) = (1− u2)

1
2
m dm

dum
Pl(u) for 0 ≤ m ≤ l . (E.14)

The Legendre polynomials Pl(u) are orthogonal polynomials on the interval [−1, 1] with the

weight 1:
∫ 1

−1
duPl(u)Pl′(u) = 2

2l+1
δll′ . The first Pl read

P0 = 1 P1 = u P2 =
1

2
(3u2 − 1) P3 =

1

2
(5u3 − 3u) , · · · (E.15)
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while P 0
l = Pl, P

1
l = (1−u2)

1
2P ′l , etc. The spherical harmonics are related to Legendre functions

Pm
l (cos θ) (for m ≥ 0) by

Y m
l (θ, φ) = (−1)m

[
(2l + 1)

4π

(l −m)

(l +m)

] 1
2

Pm
l (cos θ)eimφ (E.16)

and thus

Dlm0(0, θ, 0) = dlm0(θ) = (−1)m
[

(l −m)

(l +m)

] 1
2

Pm
l (cos θ) =

(
4π

2l + 1

) 1
2

Y m∗
l (θ, 0) . (E.17)

In particular, dl00(θ) = Pl(cos θ). In general, dlm′m(θ) is related to the Jacobi polynomial

P
(α,β)
l (u) =

(−1)l

2ll!
(1− u)−α(1 + u)−β

dl

dul
[
(1− u)α+l(1 + u)β+l

]
(E.18)

by

djm′m(θ) =

[
(j +m′)!(j −m′)!
(j +m)!(j −m)!

] 1
2
(

cos
θ

2

)m+m′ (
sin

θ

2

)m−m′
P

(m′−m,m′+m)
j−m′ (cos θ) . (E.19)

Jacobi and Legendre polynomials pertain to the general theory of orthogonal polynomials, for which one shows

that they satisfy 3-term linear recursion relations, and also differential equations. For instance, Jacobi polyno-

mials are orthogonal for the measure∫ 1

−1

du(1− u)α(1 + u)βP
(α,β)
j (u)P

(α,β)
j′ (u) = δjj′

2α+β+1Γ(l + α+ 1)Γ(l + β + 1)

(2l + α+ β + 1)l!Γ(l + α+ β + 1)
(E.20)

and satisfy the recursion relation

2(l + 1)(l + α+ β + 1)(2l + α+ β)P
(α,β)
l+1 (u) (E.21)

= (2l + α+ β + 1)[(2l + α+ β)(2l + α+ β + 2)u+ α2 − β2]P
(α,β)
l (u) − 2(l + α)(l + β)(2l + α+ β + 2)P

(α,β)
l−1 .

The Jacobi polynomial P
(α,β)
l (u) is a solution of the differential equation

{(1− u2)
d2

du2
+ [β − α− (2 + α+ β)u]

d

du
+ l(l + α+ β + 1)}P (α,β)

l (u) = 0 . (E.22)

The Legendre polynomials correspond to the case α = β = 0. These relations appear here as related to those of

the Dj . This is a general feature: many “special functions” (Bessel, etc) are related to representation matrices

of groups. Group theory thus gives a geometric perspective to results of classical analysis.

Return to spherical harmonics and their properties.

(i) They satisfy the differential equations

(∆S2 + l(l + 1))Y m
l = 0 (E.23)

JzY
m
l = −i ∂

∂φ
Y m
l = mY m

l (E.24)

and may be written as

Y m
l (θ, φ) =

(−1)l

2ll!

√
(2l + 1)(l +m)!

4π(l −m)!
eimφ sin−m θ

(
d

d cos θ

)l−m
sin2l θ . (E.25)
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(ii) They are normalized to 1 on the unit sphere and more generally satisfy orthogonality and

completeness properties ∫
dΩY m∗

l Y m′

l′ =

∫ 2π

0

dφ

∫ π

0

dθ sin θ Y m∗
l Y m′

l′ = δll′δmm′ (E.26)

∞∑
l=0

l∑
m=−l

Y m∗
l (θ, φ)Y m

l (θ′, φ′) = δ(Ω− Ω′) =
δ(θ − θ′)δ(φ− φ′)

sin θ
(E.27)

= δ(cos θ − cos θ′)δ(φ− φ′) (E.28)

(iii) One may consider Y m
l (θ, φ) as a function of the unit vector n with polar angles θ, φ. If the

vector n is transformed into n′ by the rotation R, one has

Y m
l (n′) = Y m′

l (n)Dl(R)m′m (E.29)

which expresses that the Y m
l transform as vectors of the spin l representation.

(iv) One checks on the above expression the symmetry property in m

Y m∗
l (θ, φ) = (−1)mY −ml (θ, φ) (E.30)

and parity

Y m
l (π − θ, φ+ π) = (−1)lY m

l (θ, φ) . (E.31)

Note that for θ = 0, Y m
l (0, φ) vanishes except for m = 0, see (E.13, E.16).

(v) Spherical harmonics satisfy also recursion formulae of two types: those coming from the

action of J±, differential operators acting as in (0.120)

e±iφ
[
± ∂

∂θ
+ icotg θ

∂

∂φ

]
Y m
l =

√
l(l + 1)−m(m± 1)Y m±1

l (E.32)

and those coming from the tensor product with the vector representation

√
2l + 1 cos θ Y m

l =

(
(l +m)(l −m)

2l − 1

) 1
2

Y m
l−1 +

(
(l +m+ 1)(l −m+ 1)

2l + 3

) 1
2

Y m
l+1 . (E.33)

More generally, one has a product formula

Y m
l (θ, φ)Y m′

l′ (θ, φ) =
∑
L

〈 lm; l′m′|L,m+m′ 〉
[

(2l + 1)(2l′ + 1)

4π(2L+ 1)

] 1
2

Y m+m′

L (θ, φ) . (E.34)

(vi) Finally let us quote the very useful “addition theorem”

2l + 1

4π
Pl(cos θ) =

l∑
m=−l

Y m
l (n)Y m∗

l (n′) (E.35)

where θ denotes the angle between directions n and n′. This may be proved by showing that

the rhs satisfies the same differential equation as the Pl (see exercise 1 below).
Exercises.

1. Prove that the Legendre polynomial Pl verifies

(∆S2 + l(l + 1))Pl(n.n
′) = 0
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as a function of n or of n′, as well as (J + J′)Pl = 0 where J and J′ are generators of rotations of n and n′

respectively. Conclude that there exists an expansion on spherical harmonics given by the addition theorem of

(E.35) (Remember that Pl(1) = 1).

2. Prove that a generating function of Legendre polynomials is

1√
1− 2ut+ t2

=

∞∑
l=0

tlPl(u) . (E.36)

Hint: show that the differential equation of the Pl (a particular case of (E.22) for α = β = 0) is indeed satisfied

and that the Pl appearing in that formula are polynomials in u. Derive from it the identity (assuming r′ < r),

1

|~r − ~r′|
=

∞∑
l=0

r′l

rl+1
Pl(cos θ) =

∑
l,m

4π

2l + 1

r′l

rl+1
Y m∗l (n)Y ml (n′) . (E.37)

The expression of the first Y m
l may be useful

Y 0
0 =

1√
4π

Y 0
1 =

√
3

4π
cos θ Y ±1

1 = ∓
√

3

8π
sin θ e±iφ (E.38)

Y 0
2 =

√
5

16π

(
3 cos3 θ − 1

)
Y ±1

2 = ∓
√

15

8π
cos θ sin θ e±iφ Y ±2

2 =

√
15

32π
sin2 θ e±2iφ .

E.3. Physical applications
E.3.1. Multipole moments

Consider the electric potential created by a static charge distribution ρ(~r)

φ(~r) =
1

4πε0

∫
d3r′ρ(~r′)

|~r − ~r′|

and expand it on spherical harmonics following (E.37). One finds

φ(~r) =
1

ε0

∑
l,m

1

2l + 1

Y m∗
l (n)

rl+1
Qlm (E.39)

where the Qlm, defined by

Qlm =

∫
d3r′ρ(~r′)r′lY m

l (n′) (E.40)

are the multipole moments of the charge distribution ρ. For example, if ρ(~r) = ρ(r) is invariant

by rotation, only Q00 is non vanishing and is equal to the total charge (up to a factor 1/
√

4π)

Q00 =
Q√
4π

=
√

4π

∫
r2drρ(r) φ(r) =

Q

4πε0r
.

For an arbitrary ρ(~r), the three components of Q1m reconstruct the dipole moment
∫
d3r′ρ(~r′)~r′.

More generally, under rotations, the Qlm are the components of a tensor operator transforming

according to the spin l representation and (see. (E.31)), of parity (−1)l.
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In Quantum Mechanics, les Qlm become operators in the Hilbert space of the theory. One

may apply the Wigner-Eckart theorem and conclude that

〈 j1,m1|Qlm|j2,m2 〉 = 〈 j1||Ql||j2 〉〈 j1,m1|l,m; j2,m2 〉

with a reduced matrix element which is independent of the m.. In particular, if j1 = j2 = j,

the expectation value of Ql is non zero only for l ≤ 2j.

E.3.2. Eigenstates of the angular momentum in Quantum Mechanics

Spherical harmonics may be interpreted as wave functions in coordinates θ, φ of the eigenstates

of the angular momentum ~L = ~ ~J = ~~r × ~∇

Y m
l (θ, φ) = 〈 θ, φ|l,m 〉

in analogy with
1

(2π)3/2
ei~x.~p = 〈 ~x|~p 〉 .

(We take ~ = 1.) In particular, suppose that in a scattering process described by a rotation

invariant Hamiltonian, a state of initial momentum ~pi along the z-axis, (i.e. θ = φ = 0),

interacts with a scattering center and comes out in a state of momentum ~pf , with |pi| = |pf | = p,

along the direction n = (θ, φ). One writes the scattering amplitude

〈 p, θ, φ|T |p, 0, 0 〉 =
∑
ll′mm′

Y m
l (θ, φ)〈 p, l,m|T |p, l′,m′ 〉Y m′∗

l′ (0, 0)

=
∑
lm

Y m
l (θ, φ)〈 p, l,m|T |p, l,m 〉Y m∗

l (0, 0) (E.41)

=
∑
l

2l + 1

4π
Tl(p)Pl(cos θ)

using once again the addition formula and 〈 plm|T |pl′m′ 〉 = δll′δmm′Tl(p) expressing rotation

invariance. This is the very useful partial wave expansion of the scattering amplitude.

?
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Exercises for chapter 2

A. Unitary representations of a simple group

Let G be a simple non abelian group, and D be unitary representation of G.

1. Show that detD is a representation of dimension 1 of the group, and a homomorphism of the group into

the group U(1).

2. What can be said about the kernel K of this homomorphism? Show that any “commutator” g1g2g
−1
1 g−1

2

belongs to K and thus that K cannot be trivial.

3. Conclude that the representation is unimodular (of determinant 1).

4. Can we apply that argument to SO(3)? to SU(2)?

[Exemple: les representations unitary de SO(3) sont a priori unimodulaires, donc les générateurs in-

finitésimaux de trace nulle, ce qu’on constate bien sur la construction explicite des representations de spin j

entier. (Pour le groupe SU(2), qui n’est pas simple, le même argument ne peut être appliqué, mais la conclusion

demeure, comme on le sait: toutes les representations unitary de SU(2) sont unimodulaires.)]

B. Adjoint representation

1. Show that if the Lie algebra g of a Lie group G is simple, the adjoint representation of G is irreducible.

[Si elle ne l’était pas, elle laisserait un sous-espace h de g invariant: ∀g ∈ G Ad(g)h = ghg−1 ⊂ h, et donc, en en

prenant l’action infinitésimale, [g, h] ⊂ h et h serait donc un idéal de g ce qui contredit l’hypothèse de simplicité.

QED.]

2. Show that if g is semi-simple, its adjoint representation is faithful: ker ad = 0. [Si elle ne l’était pas,

ker ad 6= 0, donc ∃X : adX = 0, i.e. ∃X,∀Y : [X,Y ] = 0, donc ker ad forme un idéal abélien, contradiction

avec semi-simplicité.]

C. Tensor product D ⊗D∗

Let G be a compact group and D(ρ) its irreducible representations. Denote D(1) the identity representation,

D(ρ̄) the conjugate representation of D(ρ).

What is the multiplicity of D(1) in the decomposition of D(ρ) ⊗D(σ̄) into irreducible representations?

D. Chebyshev polynomials

Consider the expression

Ul =
sin(l + 1)θ

sin θ
, (2.98)

where l is an integer ≥ 0.

1. By an elementary trigonometric calculation, express Ul−1 + Ul+1 in terms of Ul, with an l independent

coefficient.

2. Conclude that Ul is a polynomial in z = 2 cos θ of degree l, which we denote Ul(z).

3. What is the group theoretic interpretation of the result in 1. ?

4. With the minimum of additional computations, what can be said about

2

π

∫ 1

−1

dz (1− z2)
1
2 Ul(z)Ul′(z)

and
2

π

∫ 1

−1

dz (1− z2)
1
2 Ul(z)Ul′(z)Ul′′(z) ?

The Ul(z) are the Chebyshev polynomials (Tchebichev in the French transcription) of 2nd kind. They are

orthogonal (the first relation in 4.) and satisfy a 3-term recursion relation (question 1.), which are two general

properties of orthogonal polynomials.

E. Spherical Harmonics
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Show that the integral ∫
dΩY m1

l1
(θ, φ)Y m2

l2
(θ, φ)Y m3

l3
(θ, φ)

is proportional to the Clebsch-Gordan coefficient (−1)m3〈 l1,m1; l2,m2|l3,−m3 〉, with an m independent factor

to be determined.

Problem I. Decomposition of an amplitude

Consider two real unitary representations (ρ) and (σ) of a simple compact Lie group G of dimension d. Denote

|ρ, α 〉, resp. |σ, β 〉, two bases of these representations, and T
(ρ)a
αα′ , resp. T

(σ)a
ββ′ , a = 1, · · · d, the representation

matrices in a basis of the Lie algebra. Explain why this basis may be assumed to be orthonormal wrt the Killing

form. These matrices are taken to be real skew-symmetric and thus satisfy tr T aT b = −δab. Consider now the

quantity

Xαβ;α′β′ :=

d∑
a=1

T
(ρ)a
αα′ T

(σ)a
ββ′ . (2.99)

To simplify things, we assume that all irreducible representations appearing in the tensor product of represen-

tations (ρ) and (σ) are real and with multiplicity 1. Let |τγ 〉 be a basis of such a representation. The (real)

Clebsch-Gordan coefficients are written as matrices(
M(τγ)

)
αβ

= 〈 τγ|ρα;σβ 〉 . (2.100)

1. Recall why these coefficients satisfy orthogonality and completeness relations and write them.

2. Show that it follows that

Xαβ;α′β′ = −
∑
τγ

(
M(τγ)

)
αβ

(
T (ρ)aM(τγ)T (σ)a

)
α′β′

. (2.101)

3. Acting with the infinitesimal generator T a on the two sides of the relation

|ρα;σβ 〉 =
∑
τ,γ

(
M(τγ)

)
αβ
|τγ 〉 (2.102)

show that one gets∑
γ′

T
(τ)a
γγ′

(
M(τγ′)

)
αβ

=
∑
α′

(
M(τγ)

)
α′β

(T (ρ)a)α′α +
∑
m′2

(
M(τγ)

)
αβ′

(T (σ)a)β′β (2.103)

or, in terms of matrices of dimensions dim(ρ)× dim(σ)∑
γ′

T
(τ)a
γγ′ M

(τγ′) = −T (ρ)aM(τγ) +M(τγ)T (σ)a . (2.104)

4. Using repeatedly this relation (2.104) in (2.101), show that one finds

Xαβ;α′β′ =
1

2

∑
τγ

(Cρ + Cσ − Cτ )
(
M(τγ)

)
αβ

(
M(τγ)

)
α′β′

(2.105)

where the C are Casimir operators, for example

Cρ = −
∑
a

(T (ρ)a)2 . (2.106)

5. Why can one say that “large representations” τ tend to make the coefficient (Cρ +Cσ −Cτ ) increasingly

negative? (One may take the example of SU(2) with ρ and σ two spin j (j ∈ N) representations).

6. Can you propose a field theory in which the coefficient Xαβ;α′β′ would appear in a two-body scattering

amplitude (in the tree approximation)? What is the consequence of the property derived in 5) on that

amplitude?
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1

!

"

S

#

Figure 2.2: Bratteli diagram : a graphical construction of the nr

Problem II. Tensor product in SU(2)

1. Let R 1
2

denote the spin 1
2 representation of SU(2); we want to compute the multiplicity nr of the identity

representation in the decomposition into irreducible representations of the tensor product of r copies of

R 1
2
.

(a) Interpret nr in terms of the number of linearly independent invariants, multilinear in ξ1, · · · , ξr,
where the ξi are spinors transforming under the representation R 1

2
.

(b) By convention n0 = 1. With no calculation, what are n1 and n2?

(c) Show that nr may be expressed with an integral involving characters χj(ψ) of SU(2). (Do not

attempt to compute this integral explicitly for arbitrary r.)

(d) Check that this formula gives the values of n1 and n2 found in b).

(e) We shall now show that the nr may also be obtained by the following graphical and recursive

method. On the graph of Fig. 2.2, attach n0 = 1 to the leftmost vertex, then to each vertex S,

attach the sum α = β + γ of numbers on vertices immediately on the left of S.

i. Show that the nr are the numbers located on the horizontal axis. What is the interpretation

of the horizontal and vertical axes?

ii. Compute with this method the value of n4 and n6.

2. One wants to repeat this computation for the spin 1 representation R1, and hence to determine the

number Nr of times the identity representation appears in the tensor product of r copies of R1.

(a) How should the graph of fig 2.2 be modified to yield the Nr ?

(b) Compute N2, N3 and N4 by this method. [N0, · · · , N5,= 1, 0, 1, 1, 3, 6, · · · : “nombres de Motzkin”

]

(c) What do these numbers represent in terms of vectors V1, · · · , Vr transforming under the represen-

tation R1? [Le nombre d’invariants indépendants multilinéaires en V1, · · · , Vr. ]

Problem III. Real, complex and quaternionic representations

Preliminary question

Given a vector space E of dimension d, one denotes E ⊗ E or E⊗2 the space of rank 2 tensors and (E ⊗ E)S ,

resp. (E ⊗ E)A, the space of symmetric, resp. antisymmetric, rank 2 tensors, also called (anti)symmetrized

tensor product. What is the dimension of spaces E ⊗ E, (E ⊗ E)S , (E ⊗ E)A ? [d2, d(d+ 1)/2, d(d− 1)/2 ]
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A. Real and quaternionic representations

1. Consider a compact group G. If D(g) is a representation of G, show that D−1T (g) is also a representation,

called the contragredient representation. [g 7→ D−1T (g) est bien un homomorphisme de groupe comme

on le vérifie immédiatement. ]

2. Recall briefly why one may assume with no loss of generality that the representations of G are unitary,

which we assume in the following. [Si G est compact, on peut unitariser ses representations, cf le cours ]

Show that the contragredient representation is then identical to the complex conjugate one. [On a alors

D−1T (g) = D†T (g) = D∗(g) ]

3. Suppose that the unitary representation D is (unitarily) equivalent to its contragredient (or conjugate)

representation. Show that there exists a unitary matrix S such that

D = SD−1TS−1 (2.107)

[D unitairement équivalente à D−1T ⇔ ∃S unitaire t.q. (1) .]

4. Show that (2.107) implies that the bilinear form S is invariant. [(1) se récrit Dii′Djj′Si′j′ = Sij qui

exprime bien l’invariance de la forme S.]

Is this form degenerate? [S unitaire donc detS 6= 0, forme non dégérée. ]

5. Using (2.107) show that

DSS−1T = SS−1TD . (2.108)

[Transposant (1) on a DT = S−1TD−1ST qu’on reporte dans (1) : D = SS−1TDSTS−1, qui donne (2).

]

6. Show that if D is irreducible, S = λST , with λ2 = 1. [SS−1T entrelace D avec elle-même, donc, lemme

de Schur, SS−1T = λI, S = λST , λ2 = 1.]

7. Conclude that the invariant form S is either symmetric or antisymmetric. [Si λ = 1, resp. = −1, la

forme S est symétrique, resp. antisymétrique. ]

In the former case (S symmetric), the representation is called real, in the latter (S antisymmetric), it is

called pseudoreal (or quaternionic). One may prove that in the former case, there exists a basis on R in

which the representation matrices are real, and that no such basis exists in the latter case.

8. Do you know an example of the second case? [La representation de spin 1
2 de SU(2) est “pseudoréelle”.

]

B. Frobenius–Schur indicator

1. Let G be a finite or compact Lie group. Its irreducible representations are labelled by an index ρ and one

denotes χ(ρ)(g) their character. Let χ(g) be the character of some arbitrary representation, reductible or

not.

(a) For any function F on the finite group G, one denotes 〈F 〉 its group average

〈F 〉 =
1

|G|
∑
g∈G

F (g) . (2.109)

How to extend that definition to the case of a compact Lie group (and a continuous function

F )? [Il faut substituter à 1
|G|
∑
g∈G l’intégration sur le groupe avec la mesure de Haar normalisée

dµ(g)/v(G). ]
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(b) - Recall why 〈χ 〉 is an integer and what it means.

- If ρ̄ denotes the conjugate representation of the irreducible representation ρ, recall why 〈χ(ρ)χ(ρ̄) 〉 =

1 and what it implies on the decomposition of ρ ⊗ ρ̄ into irreducible representations. [〈χ 〉 est la

multiplicité de la representation identité dans la representation considérée ; 〈χ(ρ)χ(ρ̄) 〉 = 1 est une

des relations d’orthogonalité entre characters irreducibles, elle implique que la representation iden-

tité apparâıt toujours une fois et une seule dans la décomposition en representations irreducibles

de ρ⊗ ρ̄. ]

(c) Show that an irreducible representation ρ is equivalent to ρ̄ iff〈(
χ(ρ)(g)

)2
〉

= 1 .

Evaluate this expression if ρ is not equivalent to ρ̄. [La même relation d’orthogonalité de caractères

irreducibles dit que
〈
χ(ρ)χ(σ̄)

〉
= δρσ, donc l’expression ci-dessus vaut 1 sissi ρ ∼ ρ̄, et 0 sinon. ]

2. We now consider a representation D(ρ) acting in a space E, and its tensor square D(ρ)⊗2 ≡ D(ρ) ⊗D(ρ),

which acts on rank 2 tensors of E ⊗ E.

(a) Write explicitly the action of D(ρ)⊗2 on a tensor t = {tij},

tij 7→ t′ij = · · ·

[tij 7→ t′ij = D(ρ)i
i′D

(ρ)j
j′t
i′j′ .]

(b) Show that any rank 2 tensor, t = {tij}, is the sum of a symmetric tensor tS and of an antisymmet-

ric one tA, transforming under independent representations. Write explicitly the transformation

matrices, paying due care to the symmetry properties of the tensors under consideration.

[Les tenseurs de rang 2 symétriques, resp. antisymétriques, se transforment selon

tijS
A

7→ t′ijS
A

=
1

2

(
D(ρ)i

i′(g)D(ρ)j
j′(g)±D(ρ)i

i′(g)D(ρ)j
j′(g)

)
ti
′j′

S
A

]

(c) Show that the characters of the representations of symmetric and antisymmetric tensors are re-

spectively

χ
(ρ⊗ρ)S

A (g) =
1

2

(
(χ(ρ)(g))2 ± χ(ρ)(g2)

)
. (2.110)

[Cela s’obtient en prenant la trace des matrices de la question précédente.]

(d) What is the value of these characters for g = e, the identity in the group? Could this result have

been anticipated? [Pour g = e, on a χ
(ρ⊗ρ)S

A (e) = dimDS
A

= 1
2d(d± 1), dimensions des espaces de

tenseurs symétriques, resp. antisymétriques de rang 2, dans un espace de dimension d, cf Question

préliminaire.˜]

3. One then defines the Frobenius–Schur indicator of the irreducible representation ρ by

ind(ρ) =
〈
χ(ρ)(g2)

〉
. (2.111)

(a) Using the results of 2., show that one may write

ind(ρ) = 〈χ(ρ⊗ρ)S 〉 − 〈χ(ρ⊗ρ)A 〉 .

[Trivial à partir de (2.110).]
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(b) Using the results of 1., show that

〈 (χ(ρ)(g))2 〉 = 〈χ(ρ⊗ρ)S 〉+ 〈χ(ρ⊗ρ)A 〉

takes the value 0 or 1, depending on the case: discuss. [C’est égal à 1 ou 0, selon que ρ ∼ ρ̄ ou

non, cf question 1.c).]

(c) - Show that 〈χ(ρ⊗ρ)S 〉 and 〈χ(ρ⊗ρ)A 〉 are non negative integers and give a certain multiplicity to be

discussed. [〈χ(ρ⊗ρ)S 〉 et 〈χ(ρ⊗ρ)A 〉 sont des entiers (cf question 1.b)), qui donnent la multiplicité

de la representation identité (c’est-à-dire le nombre d’invariants) dans (ρ⊗ ρ)S , resp. (ρ⊗ ρ)A. ]

- Finally show that the Frobenius–Schur indicator of (2.111) can take only the three values 0 and

±1 according to cases to be discussed. [Si ρ ∼ ρ̄, leur somme est 1, leur différence est donc ou bien

1 ou bien −1; si ρ ∼/ ρ̄, leur somme est 0, donc leur différence est nulle. On a donc trois cas

ind[ρ] =


1 if ρ ∼ ρ̄ et 〈χ(ρ⊗ρ)S 〉 = 1

0 if ρ ∼/ ρ̄

−1 if ρ ∼ ρ̄ et 〈χ(ρ⊗ρ)A 〉 = 1

]

(d) What is the relation between this discussion and that of part A?

[Dans le premier cas, où 〈χ(ρ⊗ρ)S 〉 = 1, qui signale l’existence d’un tenseur (ou forme) invariant(e)

bilinéaire symétrique dans V (ρ) ⊗ V (ρ), la representation est réelle, selon la terminologie du A ;

dans le dernier cas, où la forme est antisymétrique, la representation est quaternionique. Enfin, la

representation est complexe si elle n’est pas équivalente à sa conjuguée. ]

4. ? We now restrict to the case of a finite group G. For any h ∈ G, we define Q(h) :=
∑
ρ ind(ρ)χ(ρ)(h).

Prove the

Theorem Q(h) = #{g ∈ G|g2 = h}

[Proof . Q(h) = 〈
∑
ρ χ

(ρ)(g2)χ(ρ)(h) (since only representations ρ ∼ ρ̄ contribute, we may drop

the complex conjugation of the second character). The sum over ρ gives |G|
|[h]|δ[g2],[h]. Thus Q(h) =

1
|[h]|

∑
g∈G δ[g2],[h]. But each element in [h] has the same number of “square roots”: h = g2 ⇔ h′ =

γhγ−1 = (γgγ−1)2 = g′2 and g1 6= g2 ⇔ g′1 6= g′2. Hence Q(h) = 1/|[h]|#{solutions of [g2] = [h]} =

#{solutions of g2 = h}, qed. ]
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Chapter 3

Simple Lie algebras. Classification and

representations. Roots and weights

3.1 Cartan subalgebra. Roots. Canonical form of the

algebra

We consider a semi-simple (i.e. with no abelian ideal) Lie algebra of finite dimension. [On

pourrait même supposer g simple en vertu du théorème de décomposition du chapitre1, §3.7. ] We want to

construct a canonical form of commutation relations modeled on the case of SU(2)

[Jz, J±] = ±J± [J+, J−] = 2Jz . (3.1)

It will be important to consider the algebra over C, at the price of “complexifying” it if it was

originally real. The adjoint representation will be used. As it is a faithful representation for a

semi-simple algebra, (i.e. adX = 0 ⇒ X = 0, see exercise B of Chap. 2), no information is

lost.

It may also be useful to remember that the complex algebra has a real compact version, in

which the real structure constants lead to a negative definite Killing form, and, as the repre-

sentations can be taken unitary, the elements of the Lie algebra (the infinitesimal generators)

may be taken as Hermitian (or antiHermitian, depending on our conventions).

3.1.1 Cartan subalgebra

We define first the notion of Cartan subalgebra. This is a maximal abelian subalgebra of g such

that all its elements are diagonalisable (hence simultaneously diagonalisable) in the adjoint

representation. That such an algebra exists is non trivial and must be established, but we shall

admit it.
If we choose to work with the unitary form of the adjoint representation, the elements of g are Hermi-

tian matrices, and assuming that the elements of h are commuting among themselves ensures that they are

simultaneously diagonalizable.
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106 Chap.3. Classification of simple algebras. Roots and weights

This Cartan subalgebra is non unique, but one may prove that two distinct choices are
related by an automorphism of the algebra g.
For instance if g is the Lie algebra of a Lie group G and if h is a Cartan subalgebra of g, any conjugate ghg−1

of h by an arbitrary element g of G is another Cartan subalgebra.

Let h be a Cartan subalgebra, call ` its dimension, it is independent of the choice of h and

it is called the rank of g. For su(2), this rank is 1, (the choice of Jz for example); for su(n), the

rank is n− 1. Indeed for su(n), a Cartan algebra is generated 1 by diagonal traceless matrices,

a basis of which is given by the n− 1 matrices

H1 = diag (1,−1, 0, · · · , 0), H2 = diag (0, 1,−1, 0, · · · , 0), · · · , Hn−1 = diag (0, · · · , 0, 1,−1) .

(3.2)

An arbitrary matrix of the Lie algebra, (in that representation), (anti-)Hermitian and trace-

less, is diagonalisable by a unitary transformation; its diagonal form is traceless and is thus

expressed as a linear combination of the hj; the original matrix is thus conjugate by a unitary

transformation of a linear combination of the hj. This is a general property, and one proves

(Cartan, see [Bu], chap. 16) that

If g is the Lie algebra of a group G, any element of g is conjugate by G of an element of h.

Application. Canonical form of antisymmetric matrices. Using the previous statement, prove the

Proposition If A = A∗ = −AT is a real skew-symmetric matrix of dimension N , one may find a real

orthogonal matrix O such that A = ODOT where D = diag (

(
0 µj

−µj 0

)
j=1,··· ,n

) if N = 2n and D =

diag (0,

(
0 µj

−µj 0

)
j=1,··· ,n

) if N = 2n+ 1, with real µj .

If one allows the complexification of orthogonal matrices, one may fully diagonalise the matrix A in the form

D = diag (

(
iµj 0

0 −iµj

)
j=1,··· ,n

) or D = diag (0,

(
iµj 0

0 −iµj

)
j=1,··· ,n

). For a proof making only use of matrix

theory, see for example [M.L. Mehta, Elements of Matrix Theory, p 41].

[Proof: the eigenvalues of A are purely imaginary (or zero). Let X + iY be an eigenvector of A for the

e-value iµ. Then AX = −µY, AY = µX, and XTAX = −(XTAX)T = −µXTY = 0. Thus if µ 6= 0,

XTY = 0. Moreover, since XTAY = µXTX and Y TAX = −µY TY = −(XTAY )T = −µXTX, one may

normalize simultaneously XX = Y TY = 1. Then by Schmidt orthogonalization procedure, one may construct

an orthogonal matrix, whose first two columns are X and Y , O1 = (X,Y,Q1). Let us compute

XT

Y T

QT1

A(X Y Q1) =

 0 µ XTAQ1

−µ 0 Y TAQ1

0 0 QT1 AQ1

 =

 0 µ 0

−µ 0 0

0 0 QT1 AQ1


where the last form follows from the antisymmetry of the lhs. One may then iterate, and construct a matrix O

satisfying the property of the Lemma.]

1We use momentarily the “representation of definition” (made of n × n matrices) rather than the adjoint

representation.
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3.1.2 Canonical basis of the Lie algebra

Let Hi, i = 1, · · · , ` be a basis of h. It is convenient to choose the Hi Hermitian. By definition

[Hi, Hj] = 0, (abelian subalgebra) or more precisely, since we are in the adjoint representation,

[adHi, adHj] = 0 . (3.3)

[[adHi, adHj ] = 0 = ad [Hi, Hj ]⇔ [Hi, Hj ] = 0] We may thus diagonalise simultaneously these adHi.

We already know (some?) eigenvectors of vanishing eigenvalue since ∀i, j, adHiHj = 0, and

we may complete them to make a basis by finding a set of eigenvectors Eα linearly independent

of the Hj

adHiEα = α(i)Eα (3.4)

i.e. a set of elements of g such that

[Hi, Eα] = α(i)Eα , (3.5)

with the α(i) not all vanishing (otherwise the subalgebra h would not be maximal).

The space h∗. In these expressions, the α(i) are eigenvalues of the operators adHi. Since

we chose Hermitian adHi, their eigenvalues α(i) are real. By linearity, for an arbitrary element

of h written as H =
∑

i h
iHi,

adH Eα = α(H)Eα , (3.6)

and the eigenvalue of adH on Eα is α(H) :=
∑

i h
iα(i), which is a linear form on h. In general

linear forms on a vector space E form a vector space E∗, called the dual space of E. One may

thus consider the root α, of components α(i), as a vector of the dual space of h, hence α ∈ h∗,

the root space. Note that α(Hi) = α(i).
[Réalité de α. En outre, les matrices Hi (toujours dans la representation adjointe) ont pour elements de

matrice (adHi)
b
a = iC b

ia , qui sont antisymétriques imaginaires pures. Leurs valeurs propres non nulles viennent

donc en paires de nombres réels et opposés

adHiEα = α(i)Eα adHiE−α = −α(i)E−α .

]

Roots enjoy the following properties (∗)

1. if α is a root, −α in another root;

2. the eigenspace of the eigenvalue α is of dimension 1 (no multiplicity);

3. if α is a root, the only roots of the form λα are ±α;

4. roots α generate all the dual space h∗.

For proofs of 1., 2., 3., see below, for 4. see exercise A.

Number of roots. Since the Hj are diagonalisable, the total number of their eigenvectors

Eα and Hi must be equal to the dimension of the space, here the dimension d of the adjoint

representation, i.e. of the Lie algebra g. As any (non vanishing by definition) root comes along
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with its opposite, the number of roots α is even and equal to d − ` (with ` = rank(g)). We

denote ∆ the set of roots.

In the basis {Hi, Eα} of g, the Killing form takes a simple form

(Hi, Eα) = 0 (Eα, Eβ) = 0 unless α + β = 0 . (3.7)

To show that, we write (H, [H ′, Eα]) = α(H ′)(H,Eα), and also, using the definition of the Killing form and the

cyclicity of the trace

(H, [H ′, Eα]) = tr (adH[adH ′, adEα]) = tr ([adH, adH ′] adEα) = 0 (3.8)

since [adH, adH ′] = 0. It follows that ∀H,H ′ ∈ h, α(H ′)(H,Eα) = 0, hence that (H,Eα) = 0. Likewise

([H,Eα], Eβ) = α(H)(Eα, Eβ) = −(Eα, [H,Eβ ]) = −β(H)(Eα, Eβ) (3.9)

again by the cyclicity of the trace, and thus (Eα, Eβ) = 0 if ∃H : (α + β)(H) 6= 0, i.e. if α + β 6= 0. Note

that the point 1. in (∗) above follows simply from (3.7): if −α were not a root, Eα would be orthogonal to all

elements of the basis hence to any element of g, and the form would be degenerate, contrary to the hypothesis of

semi-simplicity (and Cartan’s criterion). For an elegant proof of [(mais partielle pour (iii) puisqu’il ne considère

que k ∈ Z] points 2. et 3. of (∗), see [OR, p. 29].

The restriction of this form to the Cartan subalgebra is non-degenerate, since otherwise one

would have ∃H ∈ h, ∀H ′ ∈ h : (H,H ′) = 0, but (H,Eα) = 0, thus ∀X ∈ g, (H,X) = 0 and the

form would be degenerate, contrary to the hypothesis of semi-simplicity (and Cartan’s criterion,

Chap. 1, §4.4). The Killing form being non-degenerate on h, it induces an isomorphism between

h and h∗: to α ∈ h∗ one associates the unique Hα ∈ h such that

∀H ∈ h (Hα, H) := α(H) , (3.10)

and α(i) = α(Hi) = (Hα, Hi). (Or said differently, one solves the linear system gijh
j
α = α(i)

which is of Cramer type since gij = (Hi, Hj) is invertible.) One has also a bilinear form on h∗

inherited from the Killing form

〈α, β 〉 := (Hα, Hβ) , (3.11)

which we are going to use in § 2 to study the geometry of the root system.

It remains to find the commutation relations of the Eα among themselves. Using the Jacobi

identity, one finds that

adHi[Eα, Eβ] = [Hi, [Eα, Eβ]] = [Eα, [Hi, Eβ]− [Eβ, [Hi, Eα]] = (α + β)(i)[Eα, Eβ] . (3.12)

Invoking the trivial multiplicity (=1) of roots, one sees that three cases may occur. If α + β

is a root, [Eα, Eβ] is proportional to Eα+β, with a proportionality coefficient Nαβ which will be

shown below to be non zero (see § 3.2.1 and exercise B). If α + β 6= 0 is not a root, [Eα, Eβ]

must vanish. Finally if α + β = 0 , [Eα, E−α] is an eigenvector of all adHi with a vanishing

eigenvalue, thus [Eα, E−α] = H ∈ h. To determine that H, let us proceed like in (3.9)

(Hi, [Eα, E−α]) = tr (adHi [adEα, adE−α]) = tr ([adHi, adEα] adE−α)

= α(i)(Eα, E−α) = (Hi, Hα)(Eα, E−α) (3.13)
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hence

[Eα, E−α] = (Eα, E−α)Hα . (3.14)

To recapitulate, we have constructed a canonical basis of the algebra g

[Hi, Hj] = 0

[Hi, Eα] = α(i)Eα

[Eα, Eβ] =


NαβEα+β if α + β is a root

(Eα, E−α)Hα if α + β = 0

0 otherwise

(3.15)

Up to that point, the normalisation of the vectors Hi and Eα has not been fixed. It is

common to choose, in accord with (3.7)

(Hi, Hj) = δij (Eα, Eβ) = δα+β,0 . (3.15)

(Indeed, the restriction of the Killing form to h, after multiplication by i to make the adHi

Hermitian, is positive definite.) With that normalisation, Hα defined above by (3.10) satisfies

also

Hα = α.H := α(i)Hi . (3.16)

Note that Eα, E−α and Hα form an su(2) subalgebra

[Hα, E±α] = ±〈α, α 〉E±α [Eα, E−α] = Hα . (3.17)

(This is in fact Hα/〈α, α 〉 that we identify with Jz, and that observation will be used soon.)

Any semi-simple algebra thus contains an su(2) algebra associated with each of its roots.

Note that with the normalisations of (3.15), the Killing metric reads in the basis {Hi, Eα, E−α}

gab =



I` 0

0 1

1 0

0
. . .

0 1

1 0


(3.18)

where the first block is an identity matrix of dimension `× `.
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3.2 Geometry of root systems

3.2.1 Scalar products of roots. The Cartan matrix

As noticed in (3.11), the space of roots, i.e. the space (of dimension `, see point 4. in (∗)
above) generated by the d− ` roots α inherits the Euclidean metric of h

〈α, β 〉 := (Hα, Hβ) = α(Hβ) = β(Hα) = (α.H, β.H) =
∑
i

α(i)β(i) , (3.19)

where the various expressions aim at making the reader familiar with the notations introduced

above. (Only the last two expressions depend on the choice of normalisation (3.15).) We shall

now show that the geometry –lengths and angles– of roots is strongly constrained. First it is

good to remember the lessons of the su(2) algebra: in a representation of finite dimension, Jz

has integer or half-integer eigenvalues. Thus here, where each Hα
〈α,α 〉 plays the role of a Jz and

has Eβ as eigenvectors, adHαEβ = 〈α, β 〉Eβ, i.e.

[Hα, Eβ] = 〈α, β 〉Eβ (3.20)

we may conclude that

2
〈α, β 〉
〈α, α 〉

= m ∈ Z . (3.21)

Root chains

It is in fact useful to refine the previous discussion. Like in the case of su(2), the idea is to

repeatedly apply the “raising” Eα and “lowering” E−α operators (aka ladder operators) on a

given eigenvector Eβ. We saw that if α and β are two distinct roots, with α + β 6= 0, it may

happen that β±α are also roots. Let p ≤ 0 be the smallest integer such that (adE−α)|p|Eβ is non

zero, i.e. that β+ pα is a root, and let q ≥ 0 be the largest integer such that (adEα)qEβ is non

zero, i.e. that β+qα is a root. We call the subset of roots {β+pα, β+(p+1)α, · · · , β, · · · β+qα}
the α-chain through β. Note that the Eβ′ , when β′ runs along that chain, form a basis of a

finite dimensional representation of the su(2) algebra generated by Hα and E±α. According to

what we know about these representations of su(2), the lowest and highest eigenvalues of Hα

are opposite

〈α, β + pα 〉 = −〈α, β + qα 〉

or 2〈 β, α 〉 = −(q + p)〈α, α 〉, thus with the notation (3.21)

m = −p− q . (3.22)

This construction also shows that β−mα = β+ (p+ q)α is in the α-chain through β, (since
p ≤ −m ≤ q), hence that this is a root.
Remark. The discussion of § 3.1 left the coefficients Nαβ undetermined. One shows (see Exercise B), using the

commutation relations of the E’s along a chain that the coefficients Nαβ satisfy non linear relations and that

they are determined up to signs by the geometry of the root system according to

|Nαβ | =
√

1

2
(1− p)q〈α, α 〉 . (3.23)

Note that, as stated before, Nαβ vanishes only if q = 0, i.e. if α+ β is not a root.
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Weyl group

For any vector x in the root space h∗, define the linear transformation

wα(x) = x− 2
〈α, x 〉
〈α, α 〉

α . (3.24)

This is a reflection in the hyperplane orthogonal to α through the origin: (wα)2 = I, wα(α) =

−α, and wα(x) = x if x is orthogonal to α. This is of course an isometry, since it preserves the

scalar product: 〈wα(x), wα(y) 〉 = 〈x, y 〉. Such a wα is called a Weyl reflection. By definition

the Weyl group W is the group generated by the wα, i.e. the set of all possible products of wα

over roots α. Thanks to the remark following (3.22), if α and β are two roots, wα(β) = β−mα
is also a root. The set of roots is thus globally invariant under the action of the Weyl group.

The group W is completely determined by its action on roots, which is a permutation. W is

thus a subgroup of the permutation group of the finite set ∆, hence a finite group2.

Example : for the algebra su(n), one finds that W = Sn, the permutation group of n objects,

see below in § 3.3.2.

Signature of an element of W . Let w ∈ W , written as the product of r elementary reflections

of the form (3.24): w = wαr . . . wα2 .wα1 . Its signature is defined as sign(w) := (−1)r. This

generalises the familiar notion in the group W = Sn, and one shows that this definition is

consistent and independant of the way w is written as a product.
Note that if β+ = β + qα is the highest root in the α-chain through β, and β− = β + pα the lowest one,

wα(β±) = β∓ and more generally, the roots of the chain are swapped pairwise under the action of wα. The

chain is thus invariant by wα. This is a generalisation of the m ↔ −m symmetry of the su(2) “multiplets”

(−j,−j + 1, · · · , j − 1, j), and this applies to any α-chain through any β and thus to the full set of roots. One

concludes that

The set of roots is invariant under the Weyl group.

Positive roots, simple roots. Cartan matrix

Roots are not linearly independent in h∗. One may show that one can partition their set ∆

into “positive” and “negative” roots, the opposite of a positive root being negative, and find a

basis αi, i = 1, · · · , ` of ` simple roots, such that any positive (resp. negative) root is a linear

combination with non negative (resp non positive) integer coefficients of these simple roots. As

a consequence, a simple root cannot be written as the sum of two positive roots (check !).[sinon,

si αi pouvait s’exprimer comme somme de roots positives βj , elles-mêmes combinaisons linéaires à coefficients

∈ N de roots simples, cela contredirait l’indépendance des roots simples. ]

Neither the choice of a set of positive roots, nor that of a basis of simple roots is unique.

One goes from a basis of simple roots to another one by some operation of the Weyl group.

If α and β are simple roots, α − β cannot be a root (why?). [α − β ne peut être ni positive ni

négative !] The integer p in the previous discussion thus vanishes and m = −q ≤ 0. It follows

2This property is far from trivial: generically, when m vectors are given in the Euclidean space Rm, the

group generated by reflections in the hyperplanes orthogonal to these vectors is infinite. You need very peculiar

configurations of vectors to make the group finite. Finite reflection groups have been classified by Coxeter.

Weyl groups of simple algebras form a subset of Coxeter groups.
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Figure 3.1: Root systems of rank 2. The two simple roots are drawn in thick lines. For the

algebras B2, G2 and D2, only positive roots have been labelled.

that 〈α, β 〉 ≤ 0.

The scalar product of two simple roots is non positive. (3.25)

We now define the Cartan matrix

Cij = 2
〈αi, αj 〉
〈αj, αj 〉

. (3.26)

Beware, that matrix is a priori non symmetric.3 Its diagonal elements are 2, its off-diagonal

elements are ≤ 0 integers.

One must remember that the scalar product appearing in the numerator of (3.26) is positive

definite. According to the Schwarz inequality, 〈α, β 〉2 ≤ 〈α, α 〉〈 β, β 〉 with equality only if α

and β are colinear. This property, together with the integrity properties of their elements,

suffices to classify all possible Cartan matrices, as we shall now see.

Write 〈αi, αj 〉 = ‖αi‖ ‖αj‖ cos α̂i, αj. Then by multiplying or dividing the two equations

(3.21) for the pair {αi, αj}, i 6= j, namely Cij = mi ≤ 0 and Cji = mj ≤ 0, where the property

(3.25) above has been taken into account, one finds that if i 6= j,

cos α̂i, αj = −1
2

√
mimj

‖ αi ‖
‖ αj ‖

=

√
mi

mj

 with mi,mj ∈ N , (3.27)

and the value −1 of the cosinus is impossible, since αi 6= −αj by assumption, so that the

only possible values of that cosinus are 0,−1
2
,−
√

2
2
,−
√

3
2

, i.e. the only possible angles be-

tween simple roots are π
2
, 2π

3
, 3π

4
or 5π

6
, with ratios of lengths of roots respectively equal to

?(undetermined), 1,
√

2,
√

3.

There exists of course only one algebra of rank 1, viz the (complexified) su(2) algebra, (3.1)

or (3.17). It will be called A1 below. It is then easy to classify the possible algebras of rank 2.

The four cases are depicted on Fig. 3.1, with their Cartan matrices reading

A2 :

(
2 −1

−1 2

)
B2 :

(
2 −2

−1 2

)
G2 :

(
2 −1

−3 2

)
D2 :

(
2 0

0 2

)
. (3.28)

3Also, beware that some authors call Cartan matrix the transpose of (3.26)!
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Figure 3.2: Dynkin diagrams

The nomenclature, A2, B2, G2 and D2, is conventional, and so is the numbering of roots. The

latter case, D2, which has 〈α1, α2 〉 = 0, is mentioned here for completeness: it corresponds to

a semi-simple algebra, the direct sum of two A1 algebras. (Nothing forces its two roots to be

of equal length.)

In general, if the set of roots may be split into two mutually orthogonal subsets, one sees

that the Lie algebra decomposes into a direct sum of two algebras, and vice versa. Recalling

that any semi-simple algebra may be decomposed into the direct sum of simple subalgebras

(see end of Chap. 1), in the following we consider only simple algebras.

Dynkin diagram

For higher rank , i.e. for higher dimension of the root space, it becomes difficult to visualise the

root system. Another representation is adopted, by encoding the Cartan matrix into a diagram

in the following way: with each simple root is associated a vertex of the diagram; two vertices

are linked by an edge iff 〈αi, αj 〉 6= 0; the edge is simple if Cij = Cji = −1 (angle of 2π/3,

equal lengths); it is double (resp. triple) if Cij = −2 (resp. −3) and Cji = −1 (angle of 3π
4

resp. 5π
6

, with a length ratio of
√

2, resp.
√

3) and then carries an arrow (or rather a sign >)

from i to j indicating which root is the longest. (Beware that some authors use the opposite

convention for arrows !).

3.2.2 Root systems of simple algebras. Cartan classification

The analysis of all possible cases led Cartan4 to a classification of simple complex Lie algebras,

in terms of four infinite families and five exceptional cases. The traditional notation is the

following

A`, B`, C`, D`, E6, E7, E8, F4, G2 . (3.29)

4This classification work, undertaken by Killing, was corrected and completed by É. Cartan, and later

simplified by van der Waerden, Dynkin, . . .
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In each case, the lower index gives the rank of the algebra. The geometry of the root system is

encoded in the Dynkin diagrams of Fig. 3.2.
The proof is a bit laborious and will be omitted here. It relies on the positive definiteness of the Cartan

matrix and consists in showing that at most one of its off-diagonal matrix elements is different from 0 or −1

(i.e. at most one edge of the Dynkin diagram is multiple); that the diagram contains no cycle; that the only

possible coordinence of a vertex is 1, 2 or 3; that a diagram has at most one coordinence-3 vertex, etc; and

finally that the list of possible diagrams reduces to that of Fig. 3.2.

The four infinite families are identified with the (complexified) Lie algebras of classical

groups

A` = sl(`+ 1,C), B` = so(2`+ 1,C), C` = sp(2`,C), D` = so(2`,C) (3.30)

or with their unique compact real form, respectively A` = su(`+ 1), B` = so(2`+ 1),

C` = usp(`), D` = so(2`).
The “exceptional algebras” E6, . . . , G2 have respective dimensions 78, 133, 248, 52 and 14. Those are

algebras of . . . exceptional Lie groups ! The group G2 is the group of automorphisms of octonions, F4 is itself

an automorphism group of octonion matrices, etc.

Among these algebras, the algebras A, D, E, whose roots have the same length, are called simply laced. A

curious observation is that many problems, finite subgroups of su(2), “simple” singularities, “minimal conformal

field theories”, etc, are classified by the same ADE scheme. . . but this is another story! (See for example

http://www.scholarpedia.org/article/A-D-E_Classification_of_Conformal_Field_Theories.)

The real forms of these simple complex algebras have also been classified by Cartan. One finds 12 infinite

series and 23 exceptional cases!

3.2.3 Chevalley basis

There exists another basis of the Lie algebra g, called Chevalley basis, with brackets depending only on the

Cartan matrix. Let hi, ei and fi, i = 1, · · · , `, be generators attached to simple roots αi according to

ei =

(
2

〈αi, αi 〉

) 1
2

Eαi , fi =

(
2

〈αi, αi 〉

) 1
2

E−αi , hi =
2αi.H

〈αi, αi 〉
. (3.31)

Their commutation relations read

[hi, hj ] = 0

[hi, ej ] = Cji ej (3.32)

[hi, fj ] = −Cji fj
[ei, fj ] = δijhj

(check!). The algebra is generated by the ei, fi, hi and all their commutators, constrained by (3.32) and by the

“Serre relations”

ad (ei)
1−Cjiej = 0

ad (fi)
1−Cjifj = 0 . (3.33)

This proves that the whole algebra is indeed encoded in the data of the simple roots and of their geometry

(Cartan matrix or Dynkin diagram). [Attention que les Hi et Eα de (3.15) forment une base de g comme e.v.,

et les hi, ei, fi une base de g comme alg. de Lie !]

Note also the remarkable and a priori not obvious property that in that basis, all the structure constants

(coefficients of the commutation relations) are integers.
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3.2.4 Coroots. Highest root. Coxeter number and exponents

We give here some complements on notations and concepts that are encountered in the study of simple Lie

algebras and of their root systems.

As the combination

α∨i :=
2

〈αi, αi 〉
αi , (3.34)

for αi a simple root, appears frequently, it is given the name of coroot. The Cartan matrix may be rewritten as

Cij = 〈αi, α∨j 〉 . (3.35)

The highest root θ is the positive root with the property that the sum of its components in a basis of simple

roots is maximal: one proves that this characterizes it uniquely. Its components in the basis of simple roots and

in that of coroots

θ =
∑
i

aiαi ,
2

〈 θ, θ 〉
θ =

∑
i

a∨i α
∨
i , (3.36)

called Kac labels, resp dual Kac labels, play also a role, in particular through their sums,

h = 1 +
∑
i

ai , h∨ = 1 +
∑
i

a∨i . (3.37)

The numbers h and h∨ are respectively the Coxeter number and the dual Coxeter number. When a normalisation

of roots has to be picked, which we have not done yet, one usually imposes that 〈 θ, θ 〉 = 2.

Lastly the diagonalisation of the symmetrized Cartan matrix

Ĉij := 2
〈αi, αj 〉√

〈αi, αi 〉〈αj , αj 〉
(3.38)

yields a spectrum of eigenvalues

eigenvalues of Ĉ =
{

4 sin2
( π

2h
mi

)}
, i = 1, · · · , ` , (3.39)

in which a new set of integers mi appears, the Coxeter exponents, satisfying 1 ≤ mi ≤ h − 1 with possible

multiplicities. These numbers are relevant for various reasons. They contain useful information on the Weyl

group. After addition of 1, (making them ≥ 2), one gets the degrees of algebraically independent Casimir

operators, or the degrees where the Lie group has a non trivial cohomology, etc etc.

Examples: for An−1 alias su(n), roots and coroots coincide. The highest root is θ =
∑
i αi, thus h =

h∨ = n, the Coxeter exponents are 1, 2 · · · , n − 1. For Dn alias so(2n), roots and coroots are again identical,

θ = α1 + 2α2 + · · ·+ 2αn−2 + αn−1 + αn, h = 2n− 2, and the exponents are 1, 3, · · · , 2n− 3, n− 1, with n− 1

double if n is even.

See Appendix F for Tables of data on the classical simple algebras.

3.3 Representations of semi-simple algebras

3.3.1 Weights. Weight lattice

We now turn our attention to representations of semi-simple algebras, with an approach par-

allel to that of previous sections. In what follows, “representation” means finite dimensional

irreducible representation. We also assume these representations to be unitary: this is the case

of interest for representations of compact groups. The elements of the Cartan subalgebra com-

mute among themselves, they also commute in any representation. Denoting with “bras” and
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116 Chap.3. Classification of simple algebras. Roots and weights

“kets” the vectors of that representation, and writing simply X (instead of d(X)) for the rep-

resentative of the element X ∈ g, one may find a basis |λa 〉 which diagonalises simultaneously

the elements of the Cartan algebra

H|λa 〉 = λ(H)|λa 〉 (3.40)

or equivalently

Hi|λa 〉 = λ(i)|λa 〉 , (3.41)

with an eigenvalue λ which is again a linear form on the space h, hence an element of h∗,

the root space. Such a vector λ = (λ(i)) of h∗ is called a weight. Note that for a unitary

representation, the H are Hermitian, hence λ is real-valued: the weights are real vectors of h∗.

As the eigenvalue λ may occur with some multiplicity, we have appended the eigenvectors with

a multiplicity index a. The set of weights of a given representation forms in the space h∗ the

weight diagram of the representation, see Fig. 3.5 below for examples in the case of su(3).

The adjoint representation is a particular representation of the algebra whose non vanishing

weights are the roots. The roots studied in the previous sections thus belong to the set of weights

in h∗.

The vectors |λa 〉 forming a basis of the representation, their total number, including the

multiplicity, equals the dimension of the representation space E. This space E contains rep-

resentation subspaces for each of the su(2) algebras that we identified in § 3.2, generated by

{Hα, Eα, E−α}. By the same argument as in § 3.2, we shall now show that any weight λ satisfies

∀α, 2
〈λ, α 〉
〈α, α 〉

= m′ ∈ Z , (3.42)

and conversely, it may be shown that any λ ∈ h∗ satisfying (3.42) is the weight of some finite

dimensional representation. One may thus use (3.42) as an alternative definition of weights.

To convince oneself that the weights of any representation satisfy (3.42), one may, like in § 3.2,

define the maximal chain of weights through λ

λ+ p′α, · · · , λ, · · · , λ+ q′α p′ ≤ 0, q′ ≥ 0 ,

which form a representation of the su(2) subalgebra, and then show that m′ = −p′ − q′.
Let p′ be the smallest ≤ 0 integer such that (E−α)|p

′||λa 〉 6= 0, and q′ the largest ≥ 0 integer such that

(Eα)q
′ |λa 〉 6= 0, Hα has respective eigenvalues 〈λ, α 〉 + p′〈α, α 〉, and 〈λ, α 〉 + q′〈α, α 〉 on these vectors.

Expressing that the eigenvalues of 2Hα/〈α, α 〉 are opposite integers, one finds

2q′ + 2
〈λ, α 〉
〈α, α 〉

= 2j 2p′ + 2
〈λ, α 〉
〈α, α 〉

= −2j . (3.43)

Subtracting these equations gives q′ − p′ = 2j, and the length of the chain is 2j + 1 (dimension of the spin j

representation of su(2)), while adding them to get rid of 2j, one has

2
〈λ, α 〉
〈α, α 〉

= −(q′ + p′) =: m′, as announced in (3.42).

This chain is invariant under the action of the Weyl reflection wα. (This is a generalisation

of the Z2 symmetry of su(2) “multiplets” (−j,−j + 1, · · · , j − 1, j).) More generally the set
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of weights is invariant under the Weyl group: if λ is a weight of a representation, so is wα(λ),

and one shows that they have the same multiplicity. The weight diagram of a representation is

thus invariant under the action of W .

The set of weights is split by the Weyl group W into “chambers”, whose number equals the

order of W . The chamber associated with the element w of W is the cone

Cw = {λ|〈wλ, αi 〉 ≥ 0 , ∀i = 1, · · · , `} , (3.44)

where the αi are the simple roots. (This is not quite a partition, as some weights belong to

the “walls” between chambers.) The fundamental chamber is C1, corresponding to the identity

in W . The weights belonging to that fundamental chamber are called dominant weights. Any

weight may be brought into C1 by some operation of W : it is on the “orbit” (for the Weyl group)

of a unique dominant weight. Among the weights of a representation, at least one belongs to

C1.

On the other hand, from [Hi, Eα] = α(i)Eα follows that

HiEα|λa 〉 = ([Hi, Eα] + EαHi)|λa 〉 = (α(i) + λ(i))Eα|λa 〉

hence that Eα|λa 〉, if non vanishing, is an eigenvector of weight λ + α. Now, in an irreducible

representation, all vectors are obtained from one another by such actions of Eα, and we conclude

that

. Two weights of the same (irreducible) representation differ by a integer-coefficient combination

of roots,

(but this combination is in general not a root).

One then introduces a partial order on weights of the same representation: λ′ > λ if

λ′ − λ =
∑

i niαi, with non negative (integer) coefficients ni. Among the weights of that

representation, one proves there exists a unique highest weight Λ, which is shown to be of

multiplicity 1. The highest weight vector will be denoted |Λ〉 (with no index a). It is such

that for any positive root Eα|Λ〉 = 0, (otherwise, it would not be the highest), hence q′ = 0 in

equation (3.43) and 〈Λ, α〉 = 1
2
〈α, α〉j > 0, Λ is thus a dominant weight.

. The highest weight of a representation is a dominant weight, Λ ∈ C1.

This highest weight vector characterises the irreducible representation. (In the case of su(2),

this would be a vector |j,m = j 〉.) In other words, two representations are equivalent iff they

have the same highest weight.

One then introduces the Dynkin labels of the weight λ by

λi = 2
〈λ, αi 〉
〈αi, αi 〉

∈ Z (3.45)

with αi the simple roots. For a dominant weight, thus for any highest weight of a representation,

these indices are non negative, i.e. in N.

The fundamental weights Λi satisfy by definition

2
〈Λj, αi 〉
〈αi, αi 〉

= δij . (3.46)
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Their number equals the rank ` of the algebra, and they make a basis of h∗. Each one is the

highest weight of an irreducible representation called fundamental ; hence there are ` funda-

mental representations. We have thus obtained

. Any irreducible representation irreducible is characterised by its highest weight,

and with a little abuse of notation, we denote (Λ) the irreducible representation of highest

weight Λ.

. Any highest weight decomposes on fundamental weights, and its components are its Dynkin

labels (3.45),

Λ =
∑̀
j=1

λjΛj , λi ∈ N . (3.47)

and any Λ of the form (3.47) is the highest weight of an irreducible representation.

Stated differently, the knowledge of the fundamental weights suffices to construct all irreducible

representations of the algebra.
Using the properties just stated, show that the highest weight of the adjoint representation is necessarily θ,

defined in eq. (3.36).

Weight and root lattices

Generally speaking, given a basis of vectors e1, · · · ep in a p dimensional space, the lattice

generated by these vectors is the set of vectors
∑p

i=1 z
iei with coefficients zi ∈ Z. This lattice

is also denoted Ze1 + · · ·+ Zep.
The weight lattice P is the lattice generated by the ` fundamental weights Λi. The root

lattice Q is the one generated by the ` simple roots αi. This is a sublattice of P . Any weight

of an irreducible representation belongs to P .

One may consider the congruence classes of the additive group P wrt its subgroup Q, that

are the classes for the equivalence relation λ ∼ λ′ iff λ − λ′ ∈ Q. The number |P/Q| of these

classes turns out to be equal to the determinant of the Cartan matrix. (Exercise : prove it.

Hint : compute the determinants of the Λi and of the αi in the basis of coroots.) [Comparer les

deux déterminants des Λi et des αi dans la base des coracines : le premier est 1, le second = detC.] In the

case of su(n), there are n classes, we shall return to that point later.

One may also introduce the lattice Q∨ generated by the ` coroots α∨i (cf §2.4). It is the “dual” of P , in the

sense that 〈α∨i ,Λj 〉 ∈ Z.

One also shows that the subgroups of the finite group P/Q are isomorphic to homotopy groups of groups

G having g as a Lie algebra! For example for su(n), we find below that P/Q = Zn, and these subgroups are

characterised by a divisor d of n. For each of them, SU(n)/Zd has the su(n) Lie algebra. The case n = 2, with

SU(2) and SO(3), is quite familiar.

Dimension and Casimir operator

It may be useful to know the dimension of a representation with a given highest weight and the

value of the quadratic Casimir operator in that representation. These expressions are given in

terms of the Weyl vector ρ, defined by any of the two (non trivially!) equivalent formulas

ρ = 1
2

∑
α>0 α
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=
∑

j Λj . (3.48)

A remarkable formula, due to Weyl, gives the dimension of the representation of highest weight

Λ as a product over positive roots

dim(Λ) =
∏
α>0

〈Λ + ρ, α 〉
〈 ρ, α 〉

(3.49)

while the eigenvalue of the quadratic Casimir reads

C2(Λ) =
1

2
〈Λ,Λ + 2ρ 〉 . (3.50)

A related question is that of the trace of generators of g in the representation (Λ). Let ta be a basis of g such

that tr tatb = TAδab, with a coefficient TA whose sign depends on conventions (t Hermitian or antihermitian,

see Chap. 1). In the representation of highest weight Λ, one has (see below Exercise B of Chap. 5)

tr dΛ(ta)dΛ(tb) = TΛδab . (3.51)

But in that basis, the quadratic Casimir reads C2 =
∑
a (dΛ(ta))

2
hence, taking the trace,

trC2 =
∑
a tr (dΛ(ta))

2
= TΛ

∑
a 1 = TΛ dim g

= C2(Λ) tr IΛ = C2(Λ) dim(Λ) (3.52)

whence

TΛ = C2(Λ)
dim(Λ)

dim g
, (3.53)

a useful formula in calculations (gauge theories . . . ). In the adjoint representation, dim(ΛA) = dim g, hence

TΛA = C2(ΛA).

There is a host of additional, sometimes intriguing, formulas relating various aspects of Lie algebras and

representation theory. For example the Freudenthal–de Vries “strange formula”, which connects the norms of

the vectors ρ and θ to the dimension of the algebra and the Coxeter number: 〈 ρ, ρ 〉 = h
24 〈 θ, θ 〉dim g.

There is also a formula (Freudenthal) giving the multiplicity of a weight λ within a representation of given

highest weight Λ. [(Λ + ρ)2 − (λ+ ρ)2mult(λ) = 2
∑
α>0

∑
j>0〈λ+ jα, α〉mult(λ+ jα) ] And last, as a related

issue, a formula by Weyl giving the character χΛ(eH) of that representation evaluated on an element of the

Cartan torus, an abelian subgroup resulting from the exponentiation of the Cartan algebra h.

Conjugate representation

Given a representation of highest weight Λ, its complex conjugate representation is generally non equivalent.

One may characterize its highest weight Λ thanks to the Weyl group. The non-equivalence of representations

(Λ) and (Λ) has to do with the symmetries of the Dynkin diagram. For the algebras of type B,C,E7, E8, F4, G2

for which there is no non trivial symmetry, the representations are self-conjugate. This is also the case of D2r.

For the others, conjugation corresponds to the following symmetry on Dynkin labels

A` = su(`+ 1) λi ↔ λ`+1−i ` > 1

D2r+1 = so(4r + 2) λ` ↔ λ`−1 , ` = 2r + 1

E6 λi ↔ λ6−i, i = 1, 2 . (3.54)

where the labelling of fundamental weights, hence that of Dynkin labels, matches that of simple roots, see Fig.

3.2.
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3.3.2 Roots and weights of su(n)

Let us construct explicitly the weights and thus the irreducible representations of su(n).

We first pick a convenient parametrization of the space h∗, which is of dimension n− 1. Let

ei, i = 1, · · ·n, be n vectors of h∗ = Rn−1 (hence necessarily dependent), satisfying
∑n

1 ei = 0.

They are obtained starting from an orthonormal basis êi of Rn by projecting the êi on an

hyperplane orthogonal to ρ̂ :=
∑n

i=1 êi, thus ei = êi − 1
n
ρ̂. It is convenient to choose the

hyperplane
∑n

i x
i = 1 in the space Rn. These vectors have scalar products given by

〈 ei, ej 〉 = δij −
1

n
. (3.55)

In terms of these vectors, the positive roots of su(n)= An−1, whose number equals |∆+| =

n(n− 1)/2, are

αij = ei − ej , 1 ≤ i < j ≤ n , (3.56)

and the ` = n− 1 simple roots are

αi = αi i+1 = ei − ei+1 , 1 ≤ i ≤ n− 1 . (3.57)

These roots have been normalized by 〈α, α 〉 = 2. The sum of positive roots is easily computed

to be

2ρ = (n− 1)e1 + (n− 3)e2 + · · ·+ (n− 2i+ 1)ei + · · · − (n− 1)en

= (n− 1)α1 + 2(n− 2)α2 + · · ·+ i(n− i)αi + · · ·+ (n− 1)αn−1. (3.58)

One checks that the Cartan matrix is

Cij=〈αi, αj 〉 =

2 if i = j

−1 if i = j ± 1

in accord with the Dynkin diagram of type An−1, thus justifying (3.57). The fundamental

weights Λi, i = 1, · · · , n− 1 are then readily written

Λi =
i∑

j=1

ej , (3.59)

e1 = Λ1, ei = Λi − Λi−1 for i = 2, · · · , n− 1, en = −Λn−1 (3.60)

with scalar products

〈Λi,Λj 〉 =
i(n− j)

n
, i ≤ j . (3.61)

The Weyl group W ∼= SN acts on roots and on weights by permuting the ei:

w ∈ W ↔ w̄ ∈ SN : w(ei) = ew̄(i) .

Dimension of the representation of weight Λ

Combining formulas (3.49) and (3.56), prove the following expression

dim(Λ) =
∏

1≤i<j≤n

fi − fj + j − i
j − i

où fi :=

n−1∑
k=i

λk, fn = 0. (3.62)
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0 !"

Figure 3.3: Weights of su(2). The positive parts of the weight (small dots) and root (big dots)

lattices.

Conjugate representations

If Λ = (λ1, · · · , λn−1) is the highest weight of an irreducible representation of su(n), Λ =

(λn−1, · · · , λ1) is that of the complex conjugate, generally inequivalent, representation (see

above in § 3.3.1). Note that neither the dimension, nor the value of the quadratic Casimir

operator distinguish the representations Λ and Λ.

“n-ality”.

There are n congruence classes of P with respect to Q. They are distinguished by the value of

ν(λ) := λ1 + 2λ2 + · · ·+ (n− 1)λn−1 mod n , (3.63)

to which one may give the unimaginative name of “n-ality”, by extension of the “triality” of su(3), see below.

The elements of the root lattice thus have ν(λ) = 0.

Examples of su(2) and su(3).

In the case of su(2), there is one fundamental weight Λ = Λ1 and one positive root α, normalised

by 〈α, α 〉 = 2, hence 〈Λ, α 〉 = 1, 〈Λ,Λ 〉 = 1
2
. Thus α = 2Λ, Λ corresponds to the spin 1

2

representation, α to spin 1. The weight lattice and the root lattice are easy to draw, see Fig.

3.3. The Dynkin label λ1 is identical to the integer 2j, the two congruence classes of P wrt Q

correspond to representations of integer and half-integer spin, the dimension dim(Λ) = λ1 +1 =

2j + 1 and the Casimir operator C2(Λ) = 1
4
λ1(λ1 + 2) = j(j + 1), in accord with well known

expressions.

For su(3), the weight lattice is triangular, see Fig. (3.4) on which the triality τ(λ) := λ1+2λ2

mod 3 has been shown and the fundamental weights and the highest weights of the “low lying”

representations have been displayed. Following the common use, representations are referred

to by their dimension5

dim(Λ) =
1

2
(λ1 + 1)(λ2 + 1)(λ1 + λ2 + 2) , (3.64)

supplemented by a bar to distinguish a representation from its conjugate, whenever necessary.

The conjugate of representation of highest weight Λ = (λ1, λ2) has highest weight Λ = (λ2, λ1).

Only the representations lying on the bisector of the Weyl chamber are thus self-conjugate.
Exercise. Compute the eigenvalue of the quadratic Casimir operator in terms of Dynkin labels λ1, λ2 using

the formulas (3.50) and (3.58).[sauf erreur : (λ2
1 + λ1λ2 + λ2

2)/3 + (λ1 + λ2)]

[Does the cubic Casimir distinguish a representation from its conjugate? sauf erreur, C3 = 1
2 (λ1 −

λ2)
(

2
9 (λ1 + λ2)2 + 1

9λ1λ2 + λ1 + λ2 + 1
)
]

5which may be ambiguous; for example, identify on Fig. (3.4) the weight of another representation of

dimension 15.
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Figure 3.4: Weights of su(3). Only the first Weyl chamber C1 has been detailed, with some

highest weights. The weights of triality 0 (forming the root lattice) are represented by a wide

disk, those of triality 1, resp. 2, by a full, resp. open disk.

3

108

3

Figure 3.5: The weight diagrams of low lying representations of su(3), denoted by their dimen-

sion. Note that a rotation of 30o of the weight lattice has been performed with respect to the

previous figure. In each representation, the highest weight is marked by a small indentation.

The small dots are weights of multiplicity 1, the wider open dot has multiplicity 2.
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Figure 3.6: Tensor product of the 8 representation by the 3 representation, depicted on the

weight diagram of su(3).

The set of weights of low lying representations is displayed on Fig. (3.5), after a rotation

of the axes of the previous figures. The horizontal axis, colinear to α1, and the vertical axis,

colinear to Λ2, will indeed acquire a physical meaning: that of axes of isospin and “hypercharge”

coordinates, see next chapter.

Remark. The case of su(n) has been detailed. Analogous formulas for roots, fundamen-

tal weights, etc of other simple algebras are of course known explicitly and tabulated in the

literature. See for example Appendix F for the identity card of “classical algebras” of type

A,B,C,D, and Bourbaki, chap.6, for more details on the other algebras.

3.4 Tensor products of representations of su(n)

3.4.1 Littlewood–Richardson rules and Racah–Speiser algorithm

Given two irreducible representations of su(n) (or of any other Lie algebra), a frequently en-

countered problem is to decompose their tensor product into a direct sum of irreducible rep-

resentations. If one is only interested in multiplicities and if one has a character table of the

corresponding compact group, one may use the formulae proved in Chap. 2, § 2.3.2.

There exist also fairly complex rules giving that decomposition into irreducible represen-

tations of a product of two irreducible representations (Λ) and (Λ′) of su(n). Those are the

Littlewood-Richardson rules, which appeal to the expression in terms of Young tableaux (see

next §). But it is often simpler to proceed step by step, noticing that the irreducible represen-

tation (Λ′) is found in an adequate product of fundamental representations, and examining the

successive products of representation Λ by these fundamental representations. By the associa-

tivity of the tensor product, one brings the original problem back to that of the tensor product

of (Λ) by the various fundamental representations.

The latter operation is easy to describe on the weight lattice. Given the highest weight Λ

in the first Weyl chamber C1, the tensor product of (Λ) by the fundamental representation of

highest weight Λi is decomposed into irreducible representations in the following way: one adds

in all possible ways the dim(Λi) weights of the fundamental to the vector Λ and one keeps as

highest weights in the decomposition only the weights resulting from this addition that belong

to C1.
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Let us illustrate that on the case of su(3). Suppose that we want to determine the decom-

position of 8⊗ 8. One knows that the 8 representation (adjoint) is to be found in the product

of two fundamental 3 and 3̄ (see below, end of § 3.4.2). The weights of the fundamental repre-

sentation “3” of highest weight Λ1 = e1 are e1, e2, e3. Those of the fundamental representation

“3̄” are their opposites. With the previous rule, one finds

3⊗ 3 = 3̄⊕ 6 3⊗ 3̄ = 1⊕ 8

3⊗ 6 = 8⊕ 10 3⊗ 6̄ = 3̄⊕ 15

3⊗ 8 = 3⊕ 6̄⊕ 15

3⊗ 15 = 6⊕ 15⊕ 24 (3.65)

etc, and their conjugates, see Fig. 3.6. In general one adds the three vectors e1 = (1, 0), e2 =

(−1, 1) and e3 = (0,−1) (in the basis Λ1, Λ2) to Λ = (λ1, λ2): the highest weights of the

decomposition are thus (λ1 + 1, λ2), (λ1− 1, λ2 + 1) and (λ1, λ2− 1), among which those having

a negative Dynkin label are discarded. Note the consistency with triality: all the representations

appearing in the rhs have the same triality, the sum (modulo 3) of trialities of those of the lhs.

For example, τ(3) = 1, τ(15) = 1, τ(6) = 2, τ(15) = 2, etc.

Iterating this procedure, one then computes

8⊗ (1⊕ 8) = 8⊗ 3⊗ 3̄ = (3⊕ 6̄⊕ 15)⊗ 3̄ = 1⊕ 8⊕ 8⊕ 8⊕ 10⊕ 10⊕ 27

from which one derives the formula

8⊗ 8 = 1⊕ 8s ⊕ 8a ⊕ 10⊕ 10⊕ 27 . (3.66)

[and more precisely (8⊗ 8)S = 1⊕ 8s ⊕ 27; (8⊗ 8A = 8a ⊕ 10⊕ 10.] In the latter expression, one added

a subscript s or a to distinguish the two copies of the 8 representation: one is symmetric, the

other antisymmetric in the exchange of the two representations 8 of the left hand side. This

relation will be very useful in the following chapter, in the study of the SU(3) “flavor” symmetry

group.

Exercise. Check with the same method that 3⊗ 3⊗ 3 = 1⊕ 8⊕ 8⊕ 10.

Though a bit tedious, this procedure is simple and systematic. There exists a more elaborate

rule for the tensor product of two general highest weight representations (Λ) and (Λ′), see below.

There exist also codes computing these decompositions, like for example the amazing LiE, see

http://wwwmathlabo.univ-poitiers.fr/~maavl/LiE/form.html

A generalization of the above rules, valid for any simple algebra g, is the Racah–Speiser algorithm, which

gives the multiplicities N ν
λµ , for h.w. λ and µ of g (we have changed notations for convenience Λ→ λ, Λ′ → µ)

(λ)⊗ (µ) = ⊕N ν
λµ (ν) . (3.67)

Consider the set of weights σ = λ′ + µ+ ρ where λ′ runs over the weight diagram [λ] of the irrep of h.w. λ and

ρ is the Weyl vector. Three cases may occur:

• i) if all Dynkin labels of σ are strictly positive, λ′+µ contributes to the sum over h.w. ν with a multiplicity

equal to the multiplicity of σ (i.e. of λ′);

• ii) if σ or any of its images under the Weyl group has a vanishing Dynkin label, i.e. if σ is on the edge

of a Weyl chamber, λ′ + µ does not contribute to the sum over ν;

J.-B. Z M2 ICFP/Physique Théorique 2012 October 7, 2015
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• iii) if σ has negative (but no vanishing) Dynkin labels, and is not of the type discussed in case (ii), it

may be mapped inside the fundamental Weyl chamber by a unique element w of the Weyl group. The

weight w[σ]− ρ then contributes sign(w) times the multiplicity of λ′ to the sum over ν, where sign(w) is

the signature of w defined above in section 3.2.1.

This is summarized in the formula

N ν
λµ =

∑
λ′∈[λ]

∑
w∈W

w[λ′+µ+ρ]−ρ∈P+

sign(w) δν,w[λ′+µ+ρ]−ρ (3.68)

in which P+ is the fundamental Weyl chamber (including its walls): ν ∈ P+ ⇔ νi ≥ 0 ∀i = 1, · · ·n.

3.4.2 Explicit tensor construction of representations of SU(2) and

SU(3)

Consider a vector V ∈ Cn in the defining representation of SU(n). Under the action of U ∈
SU(n), V 7→ V ′ = UV , or component-wise vi 7→ v′i = U i

jv
j, with indices i, j = 1, · · ·n. Let W

be a vector which transforms by the complex conjugate representation, (like W = V ∗), hence

W 7→ W ′ = U∗W . It is natural to denote the components of W with lower indices, since

U∗ = (U †)T , and therefore w′i = wj(U
†)ji. Note that V.W := viwi is invariant, by virtue of

U †.U = I. In other words the mixed tensor δij is invariant

δ′
i
j = U i

i′U
†j′
jδ
i′

j′ = (UU †)i j = δij .

Consider now tensors of rank (p,m), with p upper indices and m lower ones, transforming as

V ⊗p ⊗W⊗m, hence according to

t′
i1···ip
k1···km = U i1

j1
· · ·U ip

jp
U †

l1
k1
· · ·U †lmkmt

j1···jp
l1···lm . (3.69)

• In the case of SU(2), we know that the representations U and U∗ are equivalent. This

results from the existence of a matrix C = iσ2, such that CUC−1 = U∗, thus C−1V ∗ transforms

like V . Or, since Cij = εij and εi′j′U
i′
iU

j′

j = εij detU = εij, the antisymmetric tensor ε, invariant

and invertible (εij = −εij, εijεjk = δki ), may be used to raise or lower indices, (vi := εijv
j, hence

v1 = v2, v2 = −v1); and therefore it suffices to consider only tensors of rank p with upper

indices. For any pair of indices, say i1 and i2, such a tensor may be written as a sum of

symmetric and antisymmetric components in these indices

ti1i2···ip = t[i1,i2]···ip + t{i1,i2}···ip

with t[i1,i2]···ip := 1
2
(ti1i2···ip − ti2i1···ip) and t{i1,i2}···ip := 1

2
(ti1i2···ip + ti2i1···ip). The antisymmetric

component may be recast as t[i1,i2]···ip = εi1i2 t̃i3···ip , with t̃i3···ip = −1
2
εabt

abi3···ip , and its rank has

thus been reduced6. Consequently only tensors that are completely symmetric in all their p

upper indices give irreducible representations, and one recovers once again the construction of

all irreducible representations of SU(2) by symmetrized tensor products of the representation

of dimension 2, see Chap. 0, and the rank p identifies with 2j. One checks in particular that

6It may be useful to recall the identities εabεcd = δacδbd − δadδbc and hence εabεbc = −δac.
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the number of independent components of a rank p completely symmetric tensor in the space

C2 is p+ 1, since these components have 0, 1, · · · p indices equal to 1, the other being equal to

2. The dimension of that representation is thus 2j + 1, as it should.

A rank p completely symmetric tensor will be represented by a “Young diagram” with p

boxes p . For the general definition of a Young diagram, see next section. Take p = 3 for

definiteness. The tensor product of such a rank 3 tensor by a rank 1 tensor will be depicted as

⊗ = ⊕

which means, in terms of components,

4tijkul = (tijkul + tjklui + tikluj + tijluk) + (tijkul − tjklui) + (tijkul − tikluj) + (tijkul − tijluk)

where the first term is completely symmetric in its p + 1 = 4 indices, and the following terms

are antisymmetric in (i, l), (j, l) or (k, l). According to the previous argument, the latter may

be reduced to rank 2 tensors.

(tijkul − tjklui) = εilt̃jk , t̃jk = −εabtajkub

which we represent by erasing the columns with two boxes. Therefore

⊗ = ⊕

where we recognize the familiar rule j ⊗ 1
2

= (j + 1
2
)⊕ (j − 1

2
).

Exercise : reproduce with this method the decomposition rule of j ⊗ j′.
• In the case of SU(n), n > 2, one must consider tensors with two types of indices, upper

and lower, and reduce them. But itis only in the case of SU(3) that this construction will

provide us with all irreducible representations. For n > 3 one has to introduce other tensors

transforming under fundamental representations of SU(n) other than the defining representation

(of dimension n) and its conjugate.

We thus restrict the discussion of the end of this section to the case of SU(3). The tensors

are of type t
i1···ip
j1···jm , (i·, j· = 1, 2, 3), transforming under the representation 3⊗p ⊗ 3̄⊗m. We still

have an invariant tensor ε, but now of rank 3,

εi′j′k′U
i′

iU
j′

jU
k′

k = εijk detU = εijk ,

which allows us to trade any pair of upper antisymmetric indices for a lower one, or vice

versa, and thus to reduce the rank. But a pair of one upper and one lower indices may also

be contracted, according to a remark at the beginning of the section. Consequently one may

consider only completely symmetric and traceless tensors of rank (p,m). One may prove that

such tensors form an irreducible representation, which is nothing other than the representation

of highest weight pΛ1 +mΛ2 in the notations of § 3.3.2. We content ourselves with a check that

the dimensions of these representations are in accord with those given in (3.64), see Exercise

E. With this representation we associate again a Young diagram with two rows, the first with

p+m, the second with m boxes.

J.-B. Z M2 ICFP/Physique Théorique 2012 October 7, 2015



3.5. Young tableaux and representations of GL(n) and SU(n) 127

The rules of decomposition of tensor products, in particular by the fundamental represen-

tations 3 and 3̄ (see § 3.4.1), are also recovered in this language : the new box must be added

in all possible ways to the diagram (while preserving the decreasing of lengths of rows), and

any column of height 3 is erased, reflecting the property that detU = 1. Exercise : study the

reduction of ⊗ and recover the graphical rule of § 3.4.1 in this language.

A particular case that we shall use repeatedly in the next chapter is the following: the

adjoint representation is that of rank (1,1) traceless tensors. This is no surprise: the adjoint

representation is spanned by the su(3) Lie algebra, hence by (anti)Hermitian 3 × 3 traceless

matrices. A tensor of that representation transforms by tij 7→ t′ij = U i
i′U
∗j′
j t
i′

j′ , or in a matrix

form

t′ = UtU † , (3.70)

which is also expected, compare with the definition of the adjoint representation in Chap. 2.

Which Young diagram is associated with the adjoint representation?

3.5 Young tableaux and representations of GL(n) and

SU(n)

The previous construction extends to su(n), in fact to the group GL(n), and involves symmetrization and anti-

symmetrization operations related to the symmetric group of permutations Sm. We just give a few indications.

Let E = Cn be the vector space of dimension n. The group GL(n,C), or GL(n) in short, is naturally

represented in E

g ∈ GL(n), x ∈ E 7→ x′ = g.x . (3.71)

Form the m-th tensor power of E: F = E⊗m = E ⊗ · · · ⊗ E. In F , the group GL(n) acts by a representation,

the m-th tensor power of (3.71)

g ∈ GL(n), D(g)x(1) ⊗ · · ·x(m) = g.x(1) ⊗ · · · ⊗ g.x(m) (3.72)

which is in general reductible. But in F , there is also the action of the symmetric group Sm according to

σ ∈ Sm, D̂(σ)x(1) ⊗ · · ·x(m) = x(σ−11) ⊗ · · · ⊗ x(σ−1m) . (3.73)

Choose a basis ei in E, and denote gij the matrix elements of g ∈ GL(n) in that basis. The representation of

GL(n) in F has a matrix

D(g){i1···im}{j1···jm} =

m∏
k=1

gikjk (3.74)

and that of Sm

D̂(σ){i1···im}{j1···jm} =

m∏
k=1

δiσk jk . (3.75)

A tensor t, element of F , has components ti. in that basis and transforms under the action of g ∈ GL(n), resp.

of σ ∈ Sm, into a tensor t′ of components t′i. = Di.,j. tj. , resp. D̂i.,j. tj. . These two sets of matrices commute∑
{j.}

D(g){i.},{j.}D̂(σ){j.},{k.} =
∏
l giljlδjl,kσ−1l

=
∏
l giσlkl

=
∑
{j.} D̂(σ){i.},{j.}D(g){j.},{k.} . (3.76)
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Define then a Young diagram. A Young diagram is made of m boxes set in k rows of non increasing length:

f1 ≥ f2 ≥ · · · fk,
∑
fi = m. Here is an example for m = 8, with f1 = 4, f2 = 2, f3 = 2

The m boxes of a Young diagram may then be filled with different integers ranging between 1 and m, thus

making a Young tableau. A standard tableau is a tableau in which the integers are increasing in each row from

left to right, and in each column from top to bottom.

The number nY of standard tableaux obtained from a Young diagram Y is computed as follows. One defines

the numbers `i = fi + k − i, i = 1, · · · , k. They form a strictly increasing sequence: `1 > `2 > · · · > `k. Then

one proves that

nY =
n!∏
i `i!

∏
i<j

(`i − `j) (3.77)

where the product in the numerator is 1 if there is a single row.

The representation theory of the symmetric group Sm tells us that there is a bijection between irreducible

representations and Young diagrams with m boxes. The dimension of that representation is given by the number

of standard tableaux (3.77).

A tensor is said to be of (symmetry) type Y if it transforms by Sm under that representation. The

commutation of matrices D(g) and D̂(σ), eq. (3.76), then ensures that tensors of type Y form an invariant

subspace under the action of GL(n).

Example. Consider the cases of m = 2 and m = 3. In the first case, rank 2 tensors may be decomposed into

their symmetric and antisymmetric parts which transform independently under the action of GL(n)

ti1i2 =
1

2

(
ti1i2 + ti2i1

)
+

1

2

(
ti1i2 − ti2i1

)
.

This decomposition corresponds to the two Young tableaux with 2 boxes, arranged horizontally or vertically.

For rank 3, one writes in a similar way the tensors associated with the 4 standard Young tableaux

1 2 3 A = ti1i2i3 + ti2i3i1 + ti3i1i2 + ti2i1i3 + ti3i2i1 + ti1i3i2 (3.78)

1
2
3

B = ti1i2i3 + ti2i3i1 + ti3i1i2 − ti2i1i3 − ti3i2i1 − ti1i3i2 (3.79)

1 2
3

C1 = ti1i2i3 − ti2i3i1 + ti2i1i3 − ti3i2i1 (3.80)

1 3
2

D1 = ti1i2i3 − ti2i1i3 + ti3i2i1 − ti3i1i2 (3.81)

where, to make the notations lighter, the indices i1, i2, i3 on A, · · · , D1 have been omitted. Any rank 3 tensor

decomposes on that basis:

6ti1i2i3 = A+B + 2(C1 +D1) .

The labels 1 on C and D recall that under the action of the group S3, these objects mix with another combination

C2 = ti1i3i2 − ti3i1i2 + ti2i3i1 − ti1i2i3 , (resp. D2 = ti2i1i3 + ti2i3i1 − ti1i2i3 − ti1i3i2) of tijk to make dimension

2 representations. On the contrary the action of the group GL(n) mixes the different components of tensor A,

those of tensor B, etc. Tensors C and D transform by equivalent representations.

All Young tableaux, however, do not contribute for a given n. It is clear that a tableau with k > n rows

implies an antisymmetrization of k indices taking their values in {1, · · · , n} and vanishes. On the other hand it

is easy to see that any tableau with k ≤ n rows gives rise to a representation. One proves, and we admit, that

this representation of GL(n) is irreducible and that its dimension is

dim
(n)
Y =

∆(f1 + n− 1, f2 + n− 2, · · · , fn)

∆(n− 1, n− 2, · · · , 0)
(3.82)

where ∆(a1, a2, · · · , an) =
∏
i<j(ai−aj) is the Vandermonde determinant of the a’s and the fi denote as above

the lengths of rows of the tableau Y . This is a polynomial of degree m =
∑
fi in n. Compare with (3.62).
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Figure 3.7: Correspondence between a Young diagram and a highest weight (or Dynkin labels).

Here Y ↔ Λ = (2, 2, 0, 0, 1, 0, 2)

In the case of a one-row tableau, the formula results from a simple combinatorial argument. The dimension

equals the number of components of the completely symmetric tensor ti1···im in which one may assume that

1 ≤ i1 ≤ i2 ≤ · · · ≤ in ≤ n. One has to arrange in all possible ways n − 1 < signs between the m indices

i1, · · · , im to mark the successive blocks de 1, 2, . . . , n. The seeked dimension is thus the binomial coefficient(
n+m−1

n

)
≡ Cnn+m−1, in accord in this particular case with (3.82).

In the previous example with m = 3, the last two tensors C1 and D1 transform according to equivalent

representations. One thus says that E⊗3 decomposes as

+ + 2

where the third representation comes with a multiplicity two. As a general rule, the multiplicity in E⊗m of some

representation of GL(n) labeled by a Young tableau equals the dimension of the corresponding representation

of Sm.

This remarkable relation between representations of Sm and of GL(n) is due to Frobenius and Weyl and is

called Frobenius–Weyl duality.

One may extend these considerations to other groups of linear transformations, SL(n), O(n), U(n), . . . Because

of the additional conditions on the g matrices in these groups, a further reduction of the representations may

occur. For example, we saw in sect. 2.2.2 that the tensor power E⊗2 of the 3-dimensional Euclidian space

reduced under the action of SO(3) into three subspaces, corresponding to tensors with a definite symmetry and

traceless, and to an invariant scalar.

Relations between Young diagrams and weights of su(n)

Let us finally give the relation between the two descriptions of irreducible representations obtained for SU(n)

or its Lie algebra su(n). In that case, one may limit the number of rows of the Young tableau Y to k ≤ n− 1

to obtain all irreducible representations. The i-th fundamental weight is represented by a Young diagram made

of one column of height i, for example Λ3 = . And the correspondence between the highest weight Λ with

Dynkin labels λi and the tableau Y with rows of length fi is as follows

Λ = (λ1, · · · , λn−1)↔ Y = (fi =

n−1∑
j=i

λj) . (3.83)

In other words, λk is the number of columns of Y of height k, see Fig. 3.7.

?
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A short bibliography (cont’d)
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and Representation Theory, Graduate Texts in Mathematics 9, Springer.

The “Big Yellow Book” of P. Di Francesco, P. Mathieu et D. Sénéchal, [DFMS], Confor-

mal Field Theory, Springer, contains a wealth of information on simple Lie algebras, their

representations, the tensor products of the latter. . .

For explicit expressions of the constants Nαβ, see [Gi], or Wybourne, Classical groups for

physicists, John Wyley.

On octonions and exceptional groups, look at the exhaustive article by John C. Baez, Bull.

Amer. Math. Soc. 39 (2002), 145-205 (also available on line); or P. Ramond, Group Theory,

A Physicist’s Survey, Cambridge 2010.

For the classification of real forms, see S. Helgason, Differential Geometry, Lie groups and

Symmetric spaces, Academic Press, 1978, or Kirillov, op. cit. in chap. 2 .
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Appendix F. The classical algebras of type A,B,C,D

F.1 sl(N)= AN−1

Rank = l = N − 1, dimension N2 − 1, Coxeter number h = N , dual Coxeter number h∨ = N .

ei, i = 1, · · · , N a set of vectors in RN such that
∑N

1 ei = 0, 〈 ei, ej 〉 = δij − 1
N .

Roots αij = ei − ej , i 6= j = 1, · · ·N ; positive roots αij = ei − ej , i < j ; their number |∆+| = N(N − 1)/2;

simple roots αi := αi i+1 = ei − ei+1 i = 1, · · · , N − 1.

Highest root θ = α1 + · · ·+ αN−1 = 2e1 + e2 + · · ·+ eN−1 = Λ1 + ΛN−1 = (1, 0, · · · , 0, 1).

Sum of positive roots

2ρ = (N − 1)e1 + (N − 3)e2 + · · ·+ (N − 2i+ 1)ei + · · · − (N − 1)eN

= (N − 1)α1 + 2(N − 2)α2 + · · ·+ i(N − i)αi + · · ·+ (N − 1)αN−1. (F.1)

Cartan matrix 〈αi, αj 〉 =


2 if i = j

−1 if i = j ± 1

0 otherwise

Fundamental weights Λi i = 1, · · · , N − 1, Λi =
∑i
j=1 ej , e1 = Λ1, ei = Λi − Λi−1 for i = 2, · · · , N − 1,

eN = −ΛN−1.

〈Λi,Λj 〉 = i(N−j)
N for i ≤ j.

Weyl group: W ≡ SN acts on the weights by permuting the ei: w ∈W ↔ w̄ ∈ SN : w(ei) = ew̄(i)

Coxeter exponents {1, 2, · · · , N − 1}.

F.2 so(2l + 1) = Bl, l ≥ 2

Rank = l, dimension l(2l + 1), Coxeter number h = 2l, dual Coxeter number h∨ = 2l − 1

ei, i = 1, · · · , l , 〈 ei, ej 〉 = δij a basis of Rl.
Roots ±ei, 1 ≤ i ≤ l and ±ei ± ej , 1 ≤ i < j ≤ l. Basis of simple roots αi = ei − ei+1, i = 1, · · · , l − 1, and

αl = el.

Positive roots

ei =
∑
i≤k≤l

αk, 1 ≤ i ≤ l ,

ei − ej =
∑
i≤k<j

αk, 1 ≤ i < j ≤ l , (F.2)

ei + ej =
∑
i≤k<j

αk + 2
∑
j≤k≤l

αk, 1 ≤ i < j ≤ l ,

their number is |∆+| = l2.

Highest root θ = e1 + e2 = α1 + 2α2 + · · ·+ 2αl.

Sum of positive roots

2ρ = (2l − 1)e1 + (2l − 3)e2 + · · ·+ (2l − 2i+ 1)ei + · · ·+ 3el−1 + el

= (2l − 1)α1 + 2(2l − 2)α2 + · · ·+ i(2l − i)αi + · · ·+ l2αl. (F.3)

Cartan matrix 〈αi, α∨j 〉 =



2 if 1 ≤ i = j ≤ l

−1 if 1 ≤ i = (j ± 1) ≤ l − 1

−2 if i = l − 1 , j = l

−1 if i = l , j = l − 1

0 otherwise
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Fundamental weights Λi =
∑i
j=1 ej , i = 1, · · · , l − 1, Λl = 1

2

∑l
j=1 ej ; hence e1 = Λ1 = (1, 0, · · · , 0), ei =

Λi − Λi−1 = (0, · · · ,−1, 1, 0 · · · ), i = 2, · · · , l − 1, el = 2Λl − Λl−1 = (0, · · · , 0,−1, 2).

Dynkin labels of the roots

α1 = (2,−1, 0, · · · ), αi = (0, · · · ,−1, 2,−1, 0 · · · ), i = 2, · · · , l−2; αl−1 = (0, · · · , 0,−1, 2,−2); αl = (0, · · · , 0,−1, 2)

and θ = (0, 1, 0, · · · , 0)

Weyl group: W ≡ Sl n (Z2)l, of order 2l.l!, acts on the weights by permuting the ei and ei 7→ (±1)iei.

Coxeter exponents {1, 3, 5, · · · , 2l − 1}.

F.3. sp(2l) = Cl, l ≥ 2

Rank = l, dimension l(2l + 1), Coxeter number h = 2l, dual Coxeter number h∨ = l + 1

ei, i = 1, · · · , l , 〈 ei, ej 〉 = 1
2δij a basis of Rl (Beware ! factor 2 to enforce the normalisation θ2 = 2). Basis of

simple roots αi = ei − ei+1, i = 1, · · · , l − 1, and αl = 2el.

Roots ±2ei, 1 ≤ i ≤ l and ±ei ± ej , 1 ≤ i < j ≤ l.
Positive roots

ei − ej =
∑
i≤k<j

αk, 1 ≤ i < j ≤ l ,

ei + ej =
∑
i≤k<j

αk + 2
∑
j≤k<l

αk + αl, 1 ≤ i < j ≤ l , (F.4)

2ei = 2
∑
i≤k<l

αk + αl, 1 ≤ i ≤ l ,

their number is |∆+| = l2.

Highest root θ = 2e1 = 2α1 + 2α2 + · · ·+ 2αl−1 + αl.

Sum of positive roots

2ρ = 2le1 + (2l − 2)e2 + · · ·+ (2l − 2i+ 2)ei + · · ·+ 4el−1 + 2el

= 2lα1 + 2(2l − 1)α2 + · · ·+ i(2l − i+ 1)αi + · · ·+ (l − 1)(l − 2)αl−1 +
1

2
l(l + 1)αl. (F.5)

Cartan matrix 〈αi, α∨j 〉 =



2 if 1 ≤ i = j ≤ l

−1 if 1 ≤ i = (j ± 1) ≤ l − 1

−1 if i = l − 1 , j = l

−2 if i = l , j = l − 1

0 otherwise

Fundamental weights Λi =
∑i
j=1 ej , i = 1, · · · , l, hence e1 = Λ1 = (1, 0, · · · , 0), ei = Λi−Λi−1 = (0, · · · ,−1, 1, 0 · · · ),

i = 2, · · · , l.
Dynkin labels of the roots

α1 = (2,−1, 0, · · · ), αi = (0, · · · ,−1, 2,−1, 0 · · · ), i = 2, · · · , l − 1; αl = (0, · · · , 0,−2, 2) and θ = (2, 0, · · · , 0)

Weyl group: W ≡ Sl n (Z2)l, of order 2l.l!, acts on the weights by permuting the ei and ei 7→ (±1)iei.

F.4. so(2l) = Dl, l ≥ 3

Rank = l, dimension l(2l − 1), Coxeter number = dual Coxeter number h = 2l − 2 = h∨

ei, i = 1, · · · , l , 〈 ei, ej 〉 = δij a basis of Rl.
Basis of simple roots αi = ei − ei+1, i = 1, · · · , l − 1, and αl = el−1 + el.
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Positive roots

ei − ej =
∑
i≤k<j

αk, 1 ≤ i < j ≤ l ,

ei + ej =
∑
i≤k<j

αk + 2
∑

j≤k<l−1

αk + αl−1 + αl, 1 ≤ i < j ≤ l − 1 , (F.6)

ei + el =
∑

i≤k≤l−2

αk + αl, 1 ≤ i ≤ l − 1 ,

their number is |∆+| = l(l − 1).

Highest root θ = e1 + e2 = α1 + 2α2 + · · ·+ 2αl−2 + αl−1 + αl.

Sum of positive roots

2ρ = 2(l − 1)e1 + 2(l − 2)e2 + · · ·+ 2el−1

= 2(l − 1)α1 + 2(2l − 3)α2 + · · ·+ i(2l − i− 1)αi + · · ·+ l(l − 1)

2
(αl−1 + αl). (F.7)

Weyl group: W ≡ Sln (Z2)l−1, of order 2l−1.l!, acts on the weights by permuting the ei and ei 7→ (±1)iei, with∏
i(±1)i = 1.

Coxeter exponents {1, 3, 5, · · · , 2l − 3, l − 1}, with l − 1 appearing twice if l is even.

Cartan matrix 〈αi, αj 〉 =


2 if 1 ≤ i = j ≤ l

−1 if 1 ≤ i = (j ± 1) ≤ l − 2

−1 if (i, j) = (l − 2, l) or (l, l − 2)

0 otherwise

Fundamental weights Λi =
∑i
j=1 ej = α1 + 2α2 + · · · + (i − 1)αi−1 + i(αi + · · · + αl−2) + i

2 (αl−1 + αl) for

i = 1, · · · , l − 2; Λl−1 = 1
2 (e1 + · · · + el−1 − el) = 1

2 (α1 + 2α2 + · · · + (l − 2)αl−2) + l
2αl−1 + l−2

2 αl; Λl =
1
2 (e1 + · · ·+ el−1 + el) = 1

2 (α1 + 2α2 + · · ·+ (l − 2)αl−2) + l−2
2 αl−1 + l

2αl.

For the exceptional algebras of types E,F,G, see Bourbaki.
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Exercises and Problem for chapter 3

A. Cartan algebra and roots

1. Show that any element X of g may be written as X =
∑
xiHi +

∑
α∈∆ xαEα with the notations of §

3.1.2.

For an arbitrary H in the Cartan algebra, determine the action of adH on such a vector X; conclude

that adHadH ′X =
∑
α∈∆ xαα(H)α(H ′)Eα and taking into account that the eigenspace of each root α has

dimension 1, cf point (∗) 2. of § 3.1.2, that the Killing form reads

(H,H ′) = tr (adHadH ′) =
∑
α∈∆

α(H)α(H ′) . (3.82)

2. One wants to show that roots α defined by (3.5) or (3.6) generate all the dual space h∗ of the Cartan

subalgebra h. Prove that if it were not so, there would exist an element H of h such that

∀α ∈ ∆ α(H) = 0 . (3.83)

Using (3.82) show that this would imply ∀H ′ ∈ h, (H,H ′) = 0. Why is that impossible in a semi-simple

algebra? (see the discussion before equation (3.10)).

3. Variant of the previous argument: under the assumption of 2. and thus of (3.83), show that H would

commute with all Hi and all the Eα, thus would belong to the center of g. Prove that the center of an algebra

is an abelian ideal. Conclude in the case of a semi-simple algebra.

B. Computation of the Nαβ

1. Show that the real constants Nαβ satisfy Nαβ = −Nβα and, by complex conjugation of [Eα, Eβ ] =

NαβEα+β that

Nαβ = −N−α,−β . (3.84)

2. Consider three roots satisfying α + β + γ = 0. Writing the Jacobi identity for the triplet Eα, Eβ , Eγ ,

show that α(i)Nβγ + cycl. = 0. Derive from it the relation

Nαβ = Nβ,−α−β = N−α−β,α . (3.85)

3. Considering the α-chain through β and the two integers p and q defined in § 3.2.1, write the Jacobi

identity for Eα, E−α and Eβ+kα, with p ≤ k ≤ q, and show that it implies

〈α, β + kα 〉 = N−α,β+kαNα,β+(k−1)α +Nβ+kα,αN−α,β+(k+1)α .

Let f(k) := Nα,β+kαN−α,−β−kα. Using the relations (3.85), show that the previous equation may be recast as

〈α, β + kα 〉 = f(k)− f(k − 1) . (3.86)

4. What are f(q) and f(q − 1)? Show that the recursion relation (3.86) is solved by

f(k) = −(Nα,β+kα)2 = (k − q)〈α, β +
1

2
(k + q + 1)α 〉 . (3.87)

What is f(p− 1)? Show that the expression (3.21) is recovered. Show that (3.87) is in accord with (3.23). The

sign of the square root is still to be determined . . . , see [Gi].

C. Study of the Bl =so(2l + 1) and G2 algebras

1. so(2l + 1) = Bl, l ≥ 2

a. What is the dimension of the group SO(2l + 1) or of its Lie algebra so(2l + 1)? (Answ. l(2l + 1).)

b. What is the rank of the algebra? (Hint: diagonalize a matrix of so(2l+ 1) on C, or write it as a diagonal

of real 2× 2 blocks, see §3.1)

c. How many roots does the algebra have? How many positive roots? How many simple? (Answ. resp.

2l2 = dimension−rank, l2 and l)
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d. Let ei, i = 1, · · · , l be a orthonormal basis in Rl, 〈 ei, ej 〉 = δij . Consider the set of vectors

∆ = {±ei , 1 ≤ i ≤ l} ∪ {±ei ± ej , 1 ≤ i < j ≤ l}

What is the cardinal of ∆? (Answ. 2l + 2l(l − 1) = 2l2) ∆ is the set of roots of the algebra so(2l + 1).

e. A basis of simple roots is given αi = ei − ei+1, i = 1, · · · , l − 1, and αl = el. Explain why the roots

ei =
∑
i≤k≤l

αk, 1 ≤ i ≤ l ,

ei − ej =
∑
i≤k<j

αk, 1 ≤ i < j ≤ l , (3.88)

ei + ej =
∑
i≤k<j

αk + 2
∑
j≤k≤l

αk, 1 ≤ i < j ≤ l ,

qualify as positive roots. (Answ. leur nombre est |∆+| = l2, elles se décomposent bien sur les roots simples

avec des coefficients entiers non négatifs, et avec leurs opposées (roots négatives), elles reproduisent bien tout

l’ensemble ∆.) Check that assertion on the case of B2 = so(5). (Answ. e1 = α1 + α2, e2 = α2 sont les deux

vectors orthogonaux de la fig 1 du cours, etc.)

f. Compute the Cartan matrix and check that it agrees with the Dynkin diagram given in the notes. (Answ.

2
〈αi,αj 〉
〈αj ,αj 〉 =


2 si 1 ≤ i = j ≤ l

−1 si 1 ≤ i = (j ± 1) ≤ l − 1

−2 si i = l − 1 , j = l

−1 si i = l , j = l − 1

)

g. Compute the sum ρ of positive roots. (Answ.

2ρ = (2l − 1)α1 + 2(2l − 2)α2 + · · ·+ i(2l − i)αi + · · ·+ l2αl.

= (2l − 1)e1 + (2l − 3)e2 + · · ·+ (2l − 2i+ 1)ei + · · ·+ 3el−1 + el

(3.89)

)

h. The Weyl group is the (“semi-direct”) product W ≡ Sl n (Z2)l, which acts on the ei (hence on weights

and roots) by permutation and by independant sign changes ei 7→ (±1)iei. What is its order? In the case of

B2, check that assertion and draw the first Weyl chamber. (Answ. 2l.l!) (Answ. la permutation et les

changements de signe de e1 et e2 correspondent bien à des (produits de) réflexions dans les ”plans” orthogonaux

à α1 et α2; ils ne modifient pas le dessin de la fig 3.1 du cours. Ordre |W | = 2ll!. Pour B2, |W | = 8, la première

chambre de Weyl est l’octant compris entre α1 + α2 et α1 + 2α2. )

i. Show that the vectors Λi =
∑i
j=1 ej , i = 1, · · · , l − 1, Λl = 1

2

∑l
j=1 ej are the fundamental weights.

(Answ. On vérifie 2
〈αi,Λj 〉
〈α1,αi 〉 = δij)

j. Using Weyl formula: dim(Λ) =
∏
α>0

〈Λ+ρ,α 〉
〈 ρ,α 〉 compute the dimension of the two fundamental represen-

tations of B2 and of that of highest weight 2Λ2. In view of these dimensions, what are these representations of

SO(5)? (Answ. Dans le cas de B2, Λ1 = e1, Λ2 = 1
2 (e1+e2), ρ = 3e1+e2, roots positives ∆+ = {e1, e2, e1±e2},

dim(Λ1) = 5, dim(Λ2) = 4, dim(2Λ2) = 10, ce sont les représentations vectorielle, spinorielle et adjointe, re-

spectivement, de SO(5). Noter que 2Λ2 = α1 + 2α2 est la plus haute root.)

k. Draw on the same figure the roots and the low lying weights of so(5).

2. G2

In the space R2, we consider three vectors e1, e2, e3 of vanishing sum, 〈 ei, ej 〉 = δij − 1
3 , and construct the

12 vectors

±(e1 − e2), ±(e1 − e3), ±(e2 − e3), ±(2e1 − e2 − e3), ±(2e2 − e1 − e3), ±(2e3 − e1 − e2)

They make the root system of G2, as we shall check.
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a. What can be said on the dimension of the algebra G2? (Answ. Dimension de G2= rang+ nombre total

de roots = 12+2=14.)

b. Show that α1 = e1−e2 and α2 = −2e1 +e2 +e3 are two simple roots, in accord with the Dynkin diagram

of G2 given in the notes. Compute the Cartan matrix. (Answ. On calcule 〈α1, α1 〉 = 2, 〈α2, α2 〉 = 6,

〈α1, α2 〉 = −3, en accord avec le diagramme de Dynkin et la matrice de Cartan C =

(
2 −1

−3 2

)
.)

c. What are the positive roots? Compute the vector ρ, half-sum of positive roots. (Answ. ∆+ =

{α1, α2, α1 + α2, 2α1 + α2, 3α1 + α2, 3α1 + 2α2}. ρ = 5α1 + 3α2)

d. What is the group of invariance of the root diagram? Show that it is of order 12 and that it is the Weyl

group of G2. Draw the first Weyl chamber. (Answ. groupe diédral D6 d’ordre 12.)

e. Check that the fundamental weights are

Λ1 = 2α1 + α2 Λ2 = 3α1 + 2α2

f. What are the dimensions of the fundamental representations? (Answ. dim(Λ1) = 7, dim(Λ2) = 14. La

représentation (Λ2) est l’adjointe. Noter que là encore, Λ2 = 3α1 + 2α2 est la plus haute root.)

g. In the two cases of B2 and G2, one observes that the highest weight of the adjoint representation is given

by the highest root. Explain why this is true in general. (Answ. Les roots sont les weights de la représentation

adjointe. Le weight le plus haut de la représentation adjointe est donc la root la plus haute.)

3. A little touch of particle physics (after Chap. 4 has been studied)

Why were the groups SO(5) or G2 inappropriate as symmetry groups extending the SU(2) isospin group,

knowing that several “octets” of particles had been observed? (Answ. pas de représentation irreducible de

dimension 8, mais 7+1 n’était pas si mal ...?)

D. Root systems. Folding of Dynkin diagrams

One considers the simple roots αi of the algebra su(2n), numbered as in the lectures. (Beware! we do say 2n !)

1. What is the rank of that algebra? What are the 〈αi, αj 〉 ? Draw the corresponding Dynkin diagram.

What is the symmetry of that diagram? (Answ. Rang = 2n − 1. Toutes les racines ont longueur carrée = 2,

donc matrice de Cartan Cij = 〈αi, αj 〉 =

2 si i = j

−1 si |i− j| = 1
. Symétrie Z2 de réflexion.)

2. One then defines βi = (αi + α2n−i)/
√

2, for i = 1, · · · , n − 1 and βn = αn/
√

2. Calculate the 〈βi, βj 〉.
(Answ. On calcule 〈βi, βi 〉 = 2 , 〈βi, βi+1 〉 = −1, ∀i.)

3. Show that the β form a root system and identify it. (Answ. Matrice de Cartan des β : C ′ii = 2, puis

C ′i i+1 = C ′i+1 i = −1, ∀i ≤ n− 2, et C ′n−1n = −2, C ′nn−1 = −1, c’est la matrice de Cartan de Bn.)

4. More generally, any system of simple roots with the same lengths may be “folded” according to a possible

symmetry of its Dynkin diagram and then gives rise to another Dynkin diagram. With no calculation, which

diagram should be obtained in that manner, starting from the E6 diagram? (Answ. Si on replie E6 selon sa

symétrie Z2, on doit obtenir un diagramme linéaire à 4 vertex, les deux liens extrêmes portent C ′12 = C ′34 = −1

et le médian porte C ′23 6= −1 par le même principe que ce qu’on vient de voir, ce ne peut être que F4 , ce que

confirme le calcul.)

E. Dimensions of SU(3) representations

We admit that the construction of § 3.4.2, of completely symmetric traceless rank (p,m) tensors in C3, does give

the irreducible representations of SU(3) of highest weight (p,m). Then we want to determine the dimension

d(p,m) of the space of these tensors.

1. Show, by studying of the product of two tensors of rank (p, 0) and (0,m) and separating the trace terms

(those containing a δij between one lower and one upper index) that (p, 0)⊗ (0,m)=((p− 1, 0)⊗ (0,m− 1))⊕
(p,m) and thus that

d(p,m) = d(p, 0)d(0,m)− d(p− 1)d(0,m− 1) .
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[Les tenseurs de l’espace (p, 0)⊗(0,m) sont des tenseurs de rang (p,m) complètement symétriques dans leurs

p indices supérieurs, complètement symétriques dans leurs m indices inférieurs, mais a priori ayant des traces

quelconques entre indices supérieurs et inférieurs. On veut montrer qu’on peut écrire tout tenseur t
i1···ip
j1···jm de cet

espace comme somme d’un tenseur de mêmes symétries et de trace nulle et d’un tenseur à trace, i.e. de la forme

v
i1···ip
j1···jm :=

∑m
n=1

∑p
q=1 δ

iq
jn
u
i1···îq···ip
j1···ĵn···jm

où le chapeau au dessus d’un indice veut dire qu’on a omis l’indice et u est

un tenseur à déterminer, complètement symétrique dans ses p− 1 indices supérieurs, complètement symétrique

dans ses m indices inférieurs, donc dans l’espace (p− 1, 0)⊗ (0,m− 1). On veut donc écrire t = [t− v] + v et

on va déterminer u en imposant que δj1i1 [t − v]
i1···ip
j1···jm = 0. (En raison des symétries de t et v cela implique que

toutes les traces entre un indice supérieur et un inférieur sont nulles.) Il est instructif de traiter d’abord le cas

p = m = 2. On trouve en prenant la trace de [t−v] avec δj1i1 que 0 = tii2ij2− (3+1+1)ui2j2−δ
i2
j2
uii, puis en prenant

une nouvelle trace par δj2i2 que 8uii = tijij ce qui, reporté dans l’équation précédente permet de déterminer uij . Le

cas général est un peu pénible à écrire, mais on voit bien qu’au bout d’un nombre fini d’opérations (en nombre

égal à inf(p,m)), on aura déterminé complètement u, ce qui achève la démonstration de ce point. Le calcul de

la relation entre les dimensions de ces espaces de tenseurs en découle alors. ]

2. Show by a computation analogous to that of SU(2) that

d(p, 0) = d(0, p) =
1

2
(p+ 1)(p+ 2) .

3. Derive from it the expression of d(p,m) and compare with (3.64).

Problem: Lie algebra to identify

1. Reminder. Given two square 2× 2 matrices A and B, one defines the matrix A⊗B

(A⊗B)ij;kl := AikBjl

and by convention pairs (ij) or (kl) are ordered according to the lexicographic order 11, 12, 21, 22.

(a) Show that the product of two such matrices satisfies

(A⊗B) · (C ⊗D) = (A · C)⊗ (B ·D) .

(Answ. ((A⊗B) · (C ⊗D)ij;kl = AimBjnCmkDnl = (A.C)ik(BD)jl = ((AC)⊗ (BD))ij;kl .)

(b) Deduce from it an expression of the commutator [A ⊗ B,C ⊗D] in terms of commutators [A,C]

and [B,D] (with coefficients which may still imply the matrices A, · · · , D.

(Answ. [A⊗B,C ⊗D] = AC ⊗BD−CA⊗DB = [A,C]⊗BD+CA⊗ [B,D] = AC ⊗ [B,D] +

[A,C]⊗DB)

2. One then considers the 3 Pauli matrices σa, a = 1, 2, 3 and the two-dimensional identity matrix I. One

constructs the 10 matrices

Aa = σa ⊗ I, Ba = σa ⊗ σ1, Ca = σa ⊗ σ3, D = I ⊗ σ2 .

(As far as possible, refrain from writing explicitly these matrices.)

(a) With the minimum amount of calculations, compute the commutation relations of these matri-

ces and show that they form a Lie algebra g. One will admit that this algebra is simple. (Answ.

[Aa, Ab] = 2iεabcAc , [Ba, Bb] = 2iεabcAc , [Aa, Bb] = 2iεabcBc , [Aa, Cb] = 2iεabcCc , [Ba, Cb] =

· · · = −2iδabD , [Ca, Cb] = 2iεabcAc , [Aa, D] = 0 , [Ba, D] = 2iCa , [Ca, D] = −2iBa . The

10 matrices do generate a Lie algebra.)
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(b) Let H1 = A3 and H2 = C3. Why can one say that they belong to a Cartan subalgebra ? What

does the statement: “they generate a Cartan subalgebra” mean? One will admit that this is the

case. What is the rank of the algebra g ? (Answ. A3 and C3 are among the 10 matrices the only

diagonal ones; they commute and thus belong to the a Cartan algebra. To say that they generate a

Cartan subalgebra means that they form a basis of it, hence that the dimension of that subalgebra,

i.e. the rank of g, equals 2.)

(c) Show that one may find 4 linear combinations X(ε1, ε2) = (A1 + ε1C1) + ε2i(A2 + ε1C2) with

ε1, ε2 = ±1 such that [Hi, X(ε1, ε2)] = γi(ε1, ε2)X(ε1, ε2), and determine the γi(ε1, ε2). (Hint: these

γi(ε1, ε2) take values ±2.) (Answ. [A3, X] = · · · = 2ε2X; [C3, X] = · · · = 2ε1ε2X.)

(d) Show similarly that B1±iB2 and B3±iD have also simple commutation properties with H1 and H2.

(Hint: the “eigenvalues” are now 0,±2.) (Answ. [A3, B1±iB2] = ±2(B1±iB2), [C3, B1±iB2] =

0 ; [A3, B3 ±D] = 0, [C3, B3 ± iD] = ±2(B3 ± iD).)

(e) What can be said about the roots of the algebra g ? Give the components of these roots in a basis

of the (dual) Cartan algebra.

(Answ. We thus have 4 roots (2, 2), (2,−2), (−2,−2), (−2, 2) for theX and 4 others (±2, 0), (0,±2)

for the B1 ± iB2 and B3 ± iD . )

3. We shall now identify more precisely the algebra g.

(a) Give a system of positive roots, and then a system of simple roots. (Answ. From the previous

system of 8 roots, one extracts the 4 positive ones (2, 2), (2, 0), (0, 2), (2,−2). The ` = 2 simple

roots are α1 = (−2, 2)) and α2 = (2, 0) in terms of which the others are linear combinations with

≥ 0 coefficients.)

(b) Compute the Cartan matrix. Identify g in the Cartan classification. (Answ. Cij = 2〈αi, αj 〉/〈αj , αj 〉

hence C =

(
2 −2

−1 2

)
. This is the B2 algebra!)

(c) In the plane of roots, draw the simple roots, the set of all roots. Show the fundamental Weyl

chamber. (Answ. roots = medians and diagonals of a square; fundamental chamber: 2nd octant.

)

(d) Compute the components of fundamental weights and display them on the previous figure. (Answ.

Λ1 = (0, 2), Λ2 = (1, 1).)

(e) What is the Weyl vector? Compute the dimension of the fundamental representations. What do

they correspond to in geometrical terms? (Answ. ρ = Λ1 + Λ2 = 1
2

∑
α>0 α = (1, 3). In general

dim(Λ) =
∏
α>0

〈Λ+ρ,α 〉
〈 ρ,α 〉 . Hence for Λ1 = (0, 2), Λ1 + ρ = (1, 5), dim(Λ1) = 2.12.10.8

2.8.6.4 = 5 ; for

Λ2 = (1, 1), Λ2 + ρ = (2, 4), dim(Λ2) = 4.12.8.4
2.8.6.4 = 4. The B2 Lie algebra is that of SO(5), the 5-

dimensional representation is the defining representation, that of dim 4 is the spinor representation)

J.-B. Z M2 ICFP/Physique Théorique 2012 October 7, 2015



Chapter 4

Global symmetries in particle physics

Particle physics offers a wonderful playground to illustrate the various manifestations of symme-

tries in physics. We will be only concerned in this chapter and the following one with “internal

symmetries”, excluding space-time symmetries.

We shall examine in turn various types of symmetries and their realizations, as exact sym-

metries, or broken explicitly, spontaneously or by quantum anomalies.

4.1 Global exact or broken symmetries. Spontaneous

breaking

4.1.1 Overview. Exact or broken symmetries

Transformations that concern us in this chapter are global symmetries and we discuss them in

the framework of (classical or quantum) field theory. A group G acts on degrees of freedom

of each field φ(x) in the same way at all points x of space-time. For example, G acts on φ by

a linear representation, and to each element g of the group corresponds a matrix or operator

D(g), independent of the point x

φ(x) 7→ D(g)φ(x) . (4.1)

In a quantum theory, according to Wigner theorem, one assumes that this transformation is

also realized on vector-states of the Hilbert space of the theory by a unitary operator U(g),

and, as an operator, φ(x) 7→ U(g)φ(x)U †(g).

This transformation may be a symmetry of dynamics, in which case U(g) commutes with

the Hamiltonian of the system, or in the Lagrangian picture, it leaves the Lagrangian invariant

and gives rise to Noether currents jaµ of vanishing divergence (see for example § 1.3.5) and to

conserved charges Qa =
∫
dx ja0 (x, t), a = 1, · · · , dimG. These charges act on fields as infinites-

imal generators, classically in the sense of the Poisson bracket, {Qa, φ(x)}δαa = δφ(x), and if

everything goes right in the quantum theory, as operators in the Hilbert space with commutation
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140 Chap.4. Global symmetries in particle physics

relations with the fields [Qa, φ(x)]δαa = −i~δφ(x) and between themselves [Qa, Qb] = iC c
abQ

c.

An important question will be indeed to know if a symmetry which is manifest at the classical

level, say on the Lagrangian, is actually realized in the quantum theory.

• An example of exact symmetry is provided by the U(1) invariance associated with electric

charge conservation. A field carrying an electric charge q (times |e|) is a complex field, it

transforms under the action of the group U(1) according to the irreducible representation

labelled by the integer q

φ(x) 7→ eiqαφ(x) ; φ†(x) 7→ e−iqαφ†(x) .

If the Lagrangian is invariant when all fields transform that way, then the Noether current

jµ(x), sum of contributions of the different charged fields, is divergence-less, ∂µj
µ(x) = 0, and

the associated charge Q is conserved. The quantum theory is quantum electrodynamics, and

there one proves that the classical U(1) symmetry as well as the current conservation (and gauge

invariance) are preserved by quantization and in particular by renormalization, for example that

all electric charges renormalize in the same way, see the course of Quantum Field Theory.

Other invariances and conservation laws of a similar nature are those associated with bary-

onic or leptonic charges, which are conserved (until further notice . . . ).

• A symmetry may also be broken explicitely. For example the Lagrangian contains terms that

are non invariant under the action of G. In that case, the Noether currents are non conserved,

but their divergence reads

∂µj
µ
i (x) =

∂L(x)

∂αi
. (4.2)

We will see below with flavor SU(3) an example of a broken (or “approximate”) symmetry.
Certain types of breakings, called “soft”, are such that the symmetry is restored at short distance or high

energy. This is for example the case of scale invariance (i.e. under space-time dilatations), broken by the

presence of any mass scale in the theory, but restored –in a fairly subtle way– at short distance, see the study

of the Renormalization Group in the courses of quantum or statistical field theory.

• A more subtle mechanism of symmetry breaking is that of spontaneous symmetry breaking.

This refers to situations where the ground state of the system does not have a symmetry ap-

parent on the Lagrangian or on the equations of motion. The simplest illustration of this

phenomenon is provided by a classical system with one degree of freedom, described by the

“double well potential” of Fig. 4.1(a). Although the potential exhibits a manifest Z2 sym-

metry under x → −x, the system chooses a ground state in one of the two minima of the

potential, which breaks symmetry. This mechanism plays a fundamental role in physics, with

diverse manifestations ranging from condensed matter –ferromagnetism, superfluidity, supra-

conductivity. . . – to particle physics –chiral symmetry, Brout–Englert–Higgs phenomenon– and

cosmology.

. Example. Spontaneous breaking in the O(n) model

The Lagrangian of the bosonic (and Minkovskian, here) “O(n) model” for a real n-component

field φφφ = {φi}
L =

1

2
(∂φφφ)2 − 1

2
m2φφφ2 − λ

4
(φφφ2)2 (4.3)
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Figure 4.1: Potentials (a) with a “double well” ; (b) “mexican hat”

is invariant under the O(n) rotation group. The Noether current jaµ = ∂µφ
i(T a)ijφ

j (with T a

real antisymmetric, see § 1.3.5) has a vanishing divergence, which implies the conservation

of a “charge” etc. The minimum of the potential corresponds to the ground state, alias the

vacuum, of the theory. If the parameter m2 is taken negative, the minimum of the potential

V = 1
2
m2φφφ2 + λ

4
(φφφ2)2 is no longer at φφφ2 = 0 but at some value v2 of φφφ2 such that −m2 = λv2,

see Fig. 4.1(b). The field φ “chooses” spontaneously a direction n̂ (n̂2 = 1) in the internal

space, in which its vacuum expectation value (“vev” in the jargon) is non vanishing

〈 0|φφφ|0 〉 = vn̂ . (4.4)

This “vev” breaks the initial invariance group G = O(n) down to its subgroup H that leaves

invariant the vector 〈 0|φφφ|0 〉 = vn̂, hence a group isomorphic to O(n − 1). The fact that a

vacuum expectation value of a non invariant field be non zero, 〈 0|φφφ|0 〉 6= 0, signals that the

vacuum is not invariant : this is a case of spontaneous symmetry breaking. This is the mechanism

at work in a low temperature ferromagnet, for example, in which the non zero magnetization

signals the spontaneous breaking of the space rotation symmetry.

Exercise (see F. David’s course) : Set φφφ = (v+σ)n̂+πππ, where πππ denote the n− 1 components

of the field φφφ orthogonal to 〈φφφ 〉 = vn̂ and determine the terms of V (σ,πππ) that are linear and

quadratic in the fields σ and πππ ; check that the linear term in σ vanishes (minimum of the

potential), that σ has a non-zero mass term, but that the πππ are massless, they are the Nambu–

Goldstone bosons of the spontaneously broken symmetry. This is a general phenomenon: any

spontaneous breaking of a continuous symmetry is accompanied by the appearance of massless

excitations whose number equals that of the generators of the broken symmetry (Goldstone

theorem). More precisely when a group G is spontaneously broken into a subgroup H (group

of residual symmetry, invariance group of the ground state), a number d(G)−d(H) of massless

Goldstone bosons appears. In the previous example, G = O(n), H = O(n− 1), d(G)− d(H) =

n− 1.

Let us give a simple proof of that theorem in the case of a Lagrangian field theory. We write L = 1
2 (∂φ)2−

V (φ) with quite generic notations, φ denotes a set of fields {φi} on which acts a continuous transformation

group G. The potential V is assumed to be invariant under the action of infinitesimal transformations δaφi,
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a = 1, · · · ,dimG. For example for linear transformations: δaφi = T aijφj . We thus have

∂V (φ(x))

∂φi(x)
δaφi(x) = 0 .

Differentiate this equation with respect to φj(x) (omitting everywhere the argument x)

∂V

∂φi

∂δaφi
∂φj

+
∂2V

∂φi∂φj
δaφi = 0

and evaluate it at φ(x) = v, a (constant, x-independent) minimum of the potential : the first term vanishes,

the second tells us that
∂2V

∂φi∂φj

∣∣∣
φ=v

δavi = 0 , (4.5)

where we write (with a little abuse of notation) δavi = δaφi|φ=v. On the other hand, the theory is quantized

near that minimum v (“vacuum” of the theory) by writing φ(x) = v + ϕ(x) and by expanding

V (φ) = V (v) +
1

2

∂2V

∂φi∂φj

∣∣∣
φ=v

ϕiϕj + · · ·

and the masses of the fields ϕ are then read off the quadratic form. But (4.5) tells us that the “mass matrix”
∂2V

∂φi∂φj
|φ=v has as many “zero modes” (eigenvectors of vanishing eigenvalue) as there are independent variations

δavi 6= 0. If H is the invariance group of v, δavi 6= 0 for the generators of G that are not generators of H, and

there are indeed dimG− dimH massless modes, qed.

4.1.2 Chiral symmetry breaking

Consider a Lagrangian that involves massless fermions

L = ψ̄i/∂ψ + g(ψ̄γµψ)(ψ̄γµψ) , (4.6)

where ψ = {ψi}i=1,··· ,N is a N -component vector of 4-spinor fields. Note the absence of a mass

term ψ̄ψ in (4.6). That Lagrangian is invariant under the action of two types of infinitesimal

transformations

δAψ(x) = δAψ(x) (4.7)

δBψ(x) = δBγ5ψ(x) ,

where the matrices A and B are infinitesimal N × N antihermitian, that act on the “flavor”

indices i but not on spinor indices and hence commute with γ matrices. Recall that γ5 is

Hermitian and anticommutes with the γµ and check that δAψ̄ = −ψ̄δA, δBψ̄ = ψ̄δBγ5. The

conserved Noether currents are respectively

Jaµ = ψ̄T aγµψ Ja(5)
µ = ψ̄T aγ5γµψ , (4.8)

with T a infinitesimal generators of the unitary group U(N). The transformations of the

first line are dubbed “vector”, those of the second, which involve γ5, are “axial”. One may

also rephrase it in terms of independent transformations of ψL := 1
2
(I − γ5)ψ and of ψR :=

1
2
(I + γ5)ψ ; one recalls that (γ5)2 = I and that 1

2
(I ± γ5) are thus projectors; one has thus

ψ̄L = ψ†Lγ0 = 1
2
ψ̄(I + γ5), etc, and

L = ψ̄Li/∂ψL + ψ̄Ri/∂ψR + g(ψ̄LγµψL + ψ̄RγµψR)(ψ̄Lγ
µψL + ψ̄Rγ

µψR)
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which is clearly invariant under the finite unitary transformations ψL → U1ψL, ψR → U2ψR,

with U1, U2 ∈ U(N). The group of chiral symmetry is thus U(N)× U(N). [One uses to say that

ψL transforms as (N, 0), ψR as (0, N), why? ]

If we now introduce a mass term δL = −mψ̄ψ (which “couples” the left and right compo-

nents ψL and ψR: δL = −m(ψ̄RψL+ ψ̄LψR)), the “vector” symmetry is preserved, but the axial

one is not and gives rise to a divergence

∂µJa(5)
µ (x) ∝ mψ̄T aγ5ψ . (4.9)

[un terme de dimension 3, dont l’effet est négligeable à courte distance.] The residual symmetry group is

U(N), the “diagonal” subgroup of U(N)×U(N) (diagonal in the sense that one takes U1 = U2

in the transformations of ψL,R.)

The axial symmetry may also be spontaneously broken. Let us start from a Lagrangian,

sum of terms of the type (4.6) with N = 2 and (4.3) for n = 4, with a coupling term between

the fermions and the four bosons, traditionally denoted σ and πππ

L = ψ̄
(
i/∂ + g(σ + iπππ.τττγ5)

)
ψ +

1

2

(
(∂πππ)2 + (∂σ)2

)
− 1

2
m2(σ2 + πππ2)− λ

4
(σ2 + πππ2)2 , (4.10)

in which the Pauli matrices have been exceptionally denoted by τττ not to confuse them with

the field σ. The symmetry group is U(2)×U(2), with fields ψL, ψR and σ + iπππ.τττ transforming

respectively by the representations (1
2
, 0), (0, 1

2
) and (1

2
, 1

2
) of SU(2) × SU(2) (see exercise A).

[On peut récrire le terme d’interaction fermion-boson ψ̄L(σ+ iπππ.τττ)ψR+ ψ̄R(σ− iπππ.τττ)ψL ; dans le premier terme,

on a les representations de SU(2)L
1
2 , 1

2 and 0, and de SU(2)R 0, 1
2 ,

1
2 , d’où l’invariance. ] If m2 < 0, the

field φ = (σ,πππ) develops a non-zero vev, that may be oriented in the direction σ if one has

initially introduced a small explicit breaking term δL = cσ, the analogue of a small magnetic

field, which is then turned off. The vev is given as above by v2 = −m2/λ, and, rewriting

σ(x) = σ′(x) + v, where the field σ′ has now a vanishing vev, one sees that the fermions have

acquired a mass mψ = −gv, whereas the πππ are massless. This Lagrangian, the σ-model of

Gell-Mann–Lévy, has been proposed as a model explaining the chiral symmetry breaking and

the low mass of the π mesons, regarded as “quasi Nambu–Goldstone quasi-bosons” (“quasi” in

the sense that the chiral symmetry is only approximate before being spontaneously broken).

Some elements of that model will reappear in the standard model.

4.1.3 Quantum symmetry breaking. Anomalies

Another mode of symmetry breaking, of a purely quantum nature, manifests itself in anomalies of quantum

field theories. A symmetry, which is apparent at the classical level of the Lagrangian, is broken by the effect

of “quantum corrections”. This is for instance what takes place with some chiral symmetries of the type just

studied: an axial current which is classically divergenceless may acquire by a “one-loop effect” a divergence

∂µJ
µ
5 6= 0. If the “anomalous” current is the Noether current of an internal classical symmetry, that symmetry

is broken by the quantum anomaly, which may cause interesting physical effects (see discussion of the decay

π0 → γγ, for example in [IZ] chap 11). But in a theory like a gauge theory where the conservation of the axial

current is crucial to ensure consistency –renormalizability, unitarity–, the anomaly constitutes a potential threat

that must be controlled. This is what happens in the standard model, and we return to it in Chap. 5. Another

example is provided by dilatation (scale) invariance of a massless theory, see the study of the renormalization

group in F. David’s course.
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4.2 The SU(3) flavor symmetry and the quark model.

An important approximate symmetry is the “flavor” SU(3) symmetry, to which we devote the

rest of this chapter.

4.2.1 Why SU(3) ?

We saw in Chap. 0 that, according to Heisenberg’s beautiful observation (1932), if the weak

and electromagnetic interactions are neglected, hadrons, i.e. particules subject to strong inter-

actions, such as proton and neutron, π mesons etc, fall into “multiplets” of a SU(2) group of

isospin. Or said differently, the Hamiltonian (or Lagrangian) of strong interactions is invari-

ant under the action of that SU(2) group and the SU(2) group is represented in the space of

hadronic states by unitary representations. Proton and neutron belong to a representation of

dimension 2 and of isospin 1
2
, the three pions π±, π0 form a representation of dimension 3 and

isospin 1, etc. The electric charge Q of each of these particles is related to the eigenvalue of

the third component Iz of isospin by

Q =
1

2
B + Iz [for SU(2)] (4.11)

where a new quantum number B appears, the baryonic charge, supposed to be (additively)

conserved in all interactions (until further notice). B is 0 for π mesons, 1 for “baryons” as

proton or neutron, −1 for their antiparticles, 4 for an α particle (Helium nucleus), etc.

This relation betweenQ and Iz must be amended for new families of mesons (K±, K0, K̄0, · · · )
and of baryons Λ0,Σ,Ξ, . . . discovered in the fifties. One assigns them a new quantum number

S, strangeness. This strangeness is assumed to be additively conserved in strong interactions.

Thus, if S is −1 for the Λ0 and +1 for the K+ and the K0, the reaction p + π− → Λ0 + K0

conserves strangeness, whereas the observed decay Λ0 → p + π− violates that conservation

law, as it proceeds through weak interactions. Relation (4.11) must be modified into the Gell-

Mann–Nishima relation

Q =
1

2
B +

1

2
S + Iz =

1

2
Y + Iz , (4.12)

where we introduced the hypercharge Y , which, at this stage, equals Y = B + S. [K0
S and K0

L]

These conservation laws and different properties of mesons and baryons discovered then, in

particular their organisation into “octets”, led at the beginning of the sixties M. Gell-Mann

and Y. Ne’eman to postulate the existence of a group SU(3) of approximate symmetry of

strong interactions. The quantum numbers Iz and Y that are conserved and simultaneously

mesurable are interpreted as eigenvalues of two commuting charges, hence of two elements of a

Cartan algebra of rank 2, and the algebra of SU(3) is the natural candidate, as it possesses an

irreducible 8-dimensional representation (see also exercise C of Chap. 3).

In the defining representation 3 of SU(3), one constructs a basis of the Lie algebra su(3),

made of 8 Hermitian matrices λa that play the role of Pauli matrices σi for su(2). These

matrices are normalised by

trλaλb = 2δab . (4.13)
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λ1 and λ2, λ4 and λ5, λ6 and λ7 have the same matrix elements as σ1 and σ2 at the ∗ locations . ∗ .

∗ . .

. . .

,

 . . ∗
. . .

∗ . .

 and

. . .

. . ∗

. ∗ .

 respectively, where dots stand for zeros. The two generators

of the Cartan algebra are

λ3 =

1 . .

. −1 .

. . .

 λ8 =
1√
3

1 . .

. 1 .

. . −2

 . (4.14)

The charges Iz and Y are then representatives in the representation under study of 1
2
λ3 and

1√
3
λ8. [Expliquer le 1/

√
3] See exercise B for the change of coordinates from (λ1, λ2) (Dynkin

labels of some representation, not to be confused with the above matrices !) to (Iz, Y ).
The matrices λa satisfy commutation relations

[λa, λb] = 2ifabcλc (4.15)

with structure constants (real and completely antisymmetric) fabc of the su(3) Lie algebra. It is useful to also

consider the anticommutators

{λa, λb} =
4

3
δabI + 2dabcλc . (4.16)

October 7, 2015 J.-B. Z M2 ICFP/Physique Théorique 2012
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Thanks to (4.13), (4.15) and (4.16) may be rewritten as tr ([λa, λb]λc) = 4ifabc, tr ({λa, λb}λc) = 4dabc. These

numbers f and d are tabulated in the literature . . . but they are easily computable ! Beware that in contrast

with (4.15), relation (4.16) and the (real, completely symmetric) constants dabc are proper to the 3-dimensional

representation.

Hadrons are then organized in SU(3) representations. Each multiplet gathers particles with

the same spin J and parity P . For instance two octets of mesons with JP equal to 0− or 1− and

one octet and one “decuplet” of baryons of baryonic charge B = 1 are easily identified. Contrary

to isospin symmetry, the SU(3) symmetry 1 is not an exact symmetry of strong interactions.

The conservation laws and selection rules that follow are only approximate.

At this stage one may wonder about the absence of other representations of zero triality,

such as the 27, or of those of non zero triality, like the 3 and the 3̄. We return to that point in

§ 4.2.5.

4.2.2 Consequences of the SU(3) symmetry

The octets of fields

Let us look more closely at the two octets of baryons N = (N,Σ,Ξ,Λ) and of pseudoscalar

mesons P = (π,K, η). Recalling what was said in Chap. 3, § 3.4.2, namely that the adjoint

representation is made of traceless tensors of rank (1, 1), it is natural to group the 8 fields

associated to these particles in the form of traceless matrices

Φ =


1√
2
π0 − 1√

6
η π+ K+

π− − 1√
2
π0 − 1√

6
η K0

K− K̄0
√

2
3
η

 , (4.17)

and

Ψ =


1√
2
Σ0 − 1√

6
Λ Σ+ p

Σ− − 1√
2
Σ0 − 1√

6
Λ n

Ξ− Ξ0
√

2
3
Λ

 . (4.18)

To make sure that the assignments of fields/particles to the different matrix elements are correct,

it suffices to check their charge and hypercharge. The generators of charge Q and hypercharge

Y

Q = Iz +
1

2
Y =

1

3

2 0 0

0 −1 0

0 0 −1

 Y =
1

3

1 0 0

0 1 0

0 0 −2

 (4.19)

act in the adjoint representation by commutation and one has indeed

[Q,Φ] =

 0 π+ K+

−π− 0 0

−K− 0 0

 [Y,Φ] =

 0 0 K+

0 0 K0

−K− −K̄0 0

 .

1said to be “of flavour”, according to the modern terminology, but called “unitary symmetry” or “eightfold

way” at the time of Gell-Mann and Ne’eman. . .
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Exercises : (i) with no further calculation, what is [Iz,Φ] ? Check.

(ii) Compute tr Φ2, and explain why the result justifies the choice of normalization of the matrix

elements in (4.17). See also Problem 2.c.

Tensor products in SU(3) and invariant couplings

Recall that in SU(3), with notations of Chap. 3, § 3.4,

8⊗ 8 = 1⊕ 8⊕ 8⊕ 10⊕ 10⊕ 27 . (4.20)

(As a side remark, note that the multiplicity 2 of representation 8 reflects the existence of

two independent invariant tensors fabc and dabc in (4.15) and (4.16).) Let us show that this

decomposition (4.20) has immediate implications on the number of invariant couplings between

fields.

• We want to write an SU(3) invariant Lagrangian involving the previous octets of fields

Φ and Ψ. What is the number of independent “Yukawa couplings”, i.e. of the form Ψ̄ΦΨ,

that are invariant under SU(3)? In other words, what is the number of (linearly independent)

invariants in 8⊗ 8⊗ 8 ? According to a reasoning already done in Chap 2. § 3.2, this number

equals the number of times the representation 8 appears in 8 ⊗ 8, hence, according to (4.20),

2. There are thus two independent invariant Yukawa couplings. If the two octets Ψ and Φ are

written as traceless 3× 3 matrices as in (4.17) and (4.18), Ψ = {ψ i
j } and Φ = {φ i

k }, these two

couplings read

tr Ψ̄ΨΦ = ψ̄ i
j ψ

k
i φ

j
k and tr Ψ̄ΦΨ = ψ̄ i

j φ
k
i ψ

j
k (4.21)

(this compact writing omits indices of Dirac spinors, a possible γ5 matrix, etc). An often

preferred expression uses the sum and difference of these two terms, hence tr Ψ̄[Φ,Ψ] and

tr Ψ̄{Φ,Ψ}, traditionally called f term and d term, by reference to (4.15) and (4.16).

• Another question of the same nature is: what is a priori the number of SU(3) invariant

amplitudes in the scattering of two particles belonging to the octets N and P : Ni + Pi →
Nf + Pf ? (One takes only SU(3) invariance into account and does not consider possible

discrete symmetries.) The issue is thus the number of invariants in the fourth tensor power

of representation 8. Or equivalently, the number of times the same representation appears in

the two products 8 ⊗ 8 and 8 ⊗ 8. If mi are the multiplicities appearing in 8 ⊗ 8, namely

m1 = 1,m8 = 2, etc, see (4.20), this number is
∑

im
2
i = 8. There are thus eight invariant

amplitudes. In other words, one may write a priori the scattering amplitude in the form

〈NfPf |T |NiPi 〉 = (4.22)
8∑
r=1

Ar(s, t) 〈 (I, Iz, Y )(Nf ), (I, Iz, Y )(Pf )|r, (I, Iz, Y )(r) 〉〈 r, (I, Iz, Y )(r)|(I, Iz, Y )(Ni), (I, Iz, Y )(Pi) 〉

(with s and t the usual relativistic invariants s = (p1 + p2)2, t = (p1 − p3)2), and all the

dependence in the nature of the scattered particles, identified by the values of their isospin and

hypercharge, is contained in SU(3) Clebsch-Gordan coefficients.
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• Let Φi, i = 1, 2, 3, 4 be four distinct octet fields. How many quartic (degree 4) SU(3) invariant cou-

plings may be formed with these four fields? On the one hand, the previous argument gives 8 couplings;

on the other hand, it is clear that for any permutation P of {1, 2, 3, 4}, terms tr (ΦP1ΦP2ΦP3ΦP4) and

tr (ΦP1ΦP2) tr (ΦP3ΦP4) are SU(3)-invariant. A quick counting leads to 9 different terms, in contradiction

with the previous argument. Where is the catch ? For more, go to the Problem 1 at the end of this chapter. . .

4.2.3 Electromagnetic breaking of the SU(3) symmetry

The SU(3) symmetry is broken, as we said, by strong interactions. Of course, just like the

isospin SU(2) symmetry, it is also broken by electromagnetic and by weak interactions. We

won’t examine the latter but describe now two consequences of the strong and electromagnetic

breakings.

The interaction Lagrangian of a particle of charge q with the electromagnetic field A reads

Lem = −qjµAµ (4.23)

where j is the electric current. The field A is invariant under SU(3) transformations, but how

does j transform? One knows the transformation of its charge Q =
∫
d3xj0(x, t), since following

(4.12), Q is a linear combination of two generators Y and Iz. Q thus transforms according to

the adjoint representation (8, alias (1, 1) in terms of Dynkin labels). And it is natural to assume

that the current j also transforms in the same way. This is indeed what is found when the

current jµ is regarded as the Noether current of the U(1) symmetry (exercise, check it).

Magnetic moments

The electromagnetic form factors of the baryon octet are defined as

〈B|jµ(x)|B′ 〉 = eikxū(FBB′

e (k2)γµ + FBB′

m (k2)σµνk
ν)u′ (4.24)

where ū and u′ are Dirac spinors which describe respectively the baryons B and B′ ; k is the

four-momentum transfer from B′ to B. Fe is the electric form factor, if B = B′, Fe(0) =

qB, the electric charge of B, whereas Fm is the magnetic form factor and FBB
m (0) gives the

magnetic moment of baryon B. One wants to compute these form factors to first order in the

electromagnetic coupling and to zeroth order in the other terms that might break the SU(3)

symmetry.

From a group theoretical point of view, the matrix element 〈B|jµ(x)|B′ 〉 comes under the

Wigner-Eckart theorem: there are two ways to project 8 × 8 on 8 (see (4.20)), (or also, there

are two ways to construct an invariant with 8 ⊗ 8 ⊗ 8). There are thus two “reduced matrix

elements”, hence two independent amplitudes for each of the two form factors, dressed with

SU(3) Clebsch-Gordan coefficients. By an argument similar to (4.21), one finds that one may

write

FBB′

e,m (k2) = F (1)
e,m(k2) tr B̄QB′ + F (2)

e,m(k2) tr B̄B′Q
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where Q is the matrix of (4.19)

Q =


2
3

0 0

0 −1
3

0

0 0 −1
3

 ,

and tr B̄QB′ means the coefficient of B̄B′ in the matrix trace tr Ψ̄QΨ, and likewise for tr B̄B′Q.

For example, the magnetic moment of the neutron µ(n) is proportional to the magnetic term in

n̄n, namely −1
3
(F

(1)
m + F

(2)
m ). The four functions F

(1,2)
e,m are unknown (their computation would

involve the theory of strong interactions) but one may eliminate them and find relations

µ(n) = µ(Ξ0) = 2µ(Λ) = −2µ(Σ0) µ(Σ+) = µ(p) (4.25)

µ(Ξ−) = µ(Σ−) = −(µ(p) + µ(n)) µ(Σ0 → Λ) =

√
3

2
µ(n) ,

where the last quantity is the transition magnetic moment Σ0 → Λ. These relations are in

qualitative agreement with experimental data.
The magnetic moments of “hyperons” (baryons of higher mass than the nucleons) are measured by their spin

precession in a magnetic field or in transitions within “exotic atoms” (i.e. in the nucleus of which a nucleon has

been substituted for a hyperon). The transition magnetic moment Σ0 → Λ is determined from the cross-section

Λ→ Σ0 in the Coulomb field of a heavy nucleus. One reads in tables

µ(p) = 2.792847351± 0.000000028µN µ(n) = −1.9130427± 0.0000005µN

µ(Λ) = −0.613± 0.004µN |µ(Σ0 → Λ)| = 1.61± 0.08µN (4.26)

µ(Σ+) = 2.458± 0.010µN µ(Σ−) = −1.160± 0.025µN

µ(Ξ0) = −1.250± 0.014µN µ(Ξ−) = −0.6507± 0.0025µN

where µN is the nuclear magneton, µN = e~
2mp

= 3.152 10−14 MeV T−1.

Electromagnetic mass splittings

With similar assumptions and methods, one may also find relations between mass splittings of particles with

the same hypercharge and isospin I but different charges, due to electromagnetic interactions, see Problem 3.

4.2.4 “Strong” mass splittings. Gell-Mann–Okubo mass formula

In view of the discrepancies between masses within a SU(3) multiplet, the mass term in the

Lagrangian (or Hamiltonian) cannot be an invariant of SU(3). Gell-Mann and Okubo made

the assumption that the non invariant term ∆M transforms under the representation 8, more

precisely, since it must have vanishing isospin and hypercharge, that it transforms like the η

or Λ component of octets. One is thus led to consider matrix elements 〈H|∆M |H 〉 for the

hadrons H of a multiplet, and to appeal once more to Wigner–Eckart theorem. According to

the decomposition rules of tensor products given in Chap. 3, the representation 8 appears at

most twice in the product of an irreducible representation of SU(3) by its conjugate, (check it,

recalling that 8 = 3 ⊗ 3̄ 	 1) ; there are at most two independent amplitudes describing mass

splittings within the multiplet, which leads to relations between these mass splittings.
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An elegant argument enables one to avoid the computation of Clebsch–Gordan coefficients and to find these

two amplitudes in any representation. As the eight infinitesimal generators transform themselves according to

the representation 8 (adjoint representation), they may be set as before into a 3× 3 matrix

G =


1
2Y + Iz

√
2I+ ∗√

2I−
1
2Y − Iz ∗

∗ ∗ −Y


where the ∗ stand for strangeness-changing generators that are of no concern to us here. (Note that G11 =

Iz + 1
2Y = Q, the electric charge, is invariant under the action (by commutation with G) of generators X =0 0 0

0 ∗ ∗
0 ∗ ∗

 which preserve the electric charge.) One seeks two combinations of the generators Iz and Y

transforming like the element (3, 3) of that matrix. One is of course Y itself, the other is given by the element

(3, 3) of the cofactor of G, cofG33 = 1
4Y

2 − I2
z − 2I+I− = 1

4Y
2 − ~I2.

One gets in that way a mass formula for any representation (any multiplet)

M = m1 +m2Y +m3(I(I + 1)− 1

4
Y 2) (4.27)

which leaves three undetermined constants (that depend on the multiplet). For example for

the baryon octet, one has the four particles N , Σ, Λ and Ξ for which (Y, I, I(I + 1)− 1
4
Y 2) =

(1, 1
2
, 1

2
), (0, 1, 2), (0, 0, 0), (−1, 1

2
, 1

2
) respectively, hence satisfying

MN = m1 +m2 +
1

2
m3 MΣ = m1 + 2m3 (4.28)

MΛ = m1 MΞ = m1 −m2 +
1

2
m3 . (4.29)

Eliminating the three parameters m1,m2,m3 between these four relations leads to a sum rule

MΞ +MN

2
=

3MΛ +MΣ

4
(4.30)

which is experimentally well verified: one finds 1128.5 MeV/c2 in the left hand side, 1136

MeV/c2 in the rhs2. For the decuplet, show that the same formula gives equal mass differences

between the four particles ∆, Σ∗, Ξ∗ and Ω−. [I(I + 1)− 1
4Y

2 = (7/2, 2, 1/2,−1).] The latter result

led to an accurate prediction of the existence and mass of the Ω− particle, which was regarded

as one of the major achievments of SU(3). For the octet of pseudoscalar mesons, the mass

formula is empirically better verified in terms of the square masses

m2
K =

3m2
η +m2

π

4
.

4.2.5 Quarks

The representations 3 and 3̄ have been so far absent from the scene: among the observed par-

ticles, no “triplet” seems to show up. The Gell-Mann–Zweig model makes the assumption that

2The observed masses of these hadrons are MN ≈ 939 MeV/c2, MΛ = 1116 MeV/c2, MΣ ≈ 1195 MeV/c2,

MΞ ≈ 1318 MeV/c2 ; those of pseudoscalar mesons mπ ≈ 137 MeV/c2, mK ≈ 496 MeV/c2 and mη =

548 MeV/c2. For the decuplet, M∆ ≈ 1232 MeV/c2, MΣ∗ ≈ 1385 MeV/c2, MΞ∗ ≈ 1530 MeV/c2, MΩ ≈
1672 MeV/c2.
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Figure 4.4: The triplets of quarks and antiquarks.

a triplet (representation 3) of quarks (u, d, s) (“up”, “down” and “strange”) and its conjugate

representation 3̄ of antiquarks (ū, d̄, s̄) encompass the elementary constituents of all hadrons

(known at the time). Their charges and hypercharges are respectively

Quarks u d s ū d̄ s̄

Isospin Iz
1
2
−1

2
0 −1

2
1
2

0

Baryonic charge B 1
3

1
3

1
3
−1

3
−1

3
−1

3

Strangeness S 0 0 −1 0 0 1

Hypercharge Y 1
3

1
3
−2

3
−1

3
−1

3
2
3

Electric charge Q 2
3
−1

3
−1

3
−2

3
1
3

1
3

Table 1. Quantum numbers of quarks u, d, s

One recalls (Chap. 3 § 3.4) that any irreducible representation of SU(3) appears in the

decomposition of iterated tensor products of representations 3 and 3̄ ; in particular, 3⊗3̄ = 1⊕8

and 3⊗ 3⊗ 3 = 1⊕ 8⊕ 8⊕ 10. Mesons and baryons observed in Nature and classified as above

in representations 8 and 10 of SU(3) are bound states of pairs qq̄ or qqq, respectively. More

generally, one assumes that only representations of zero triality may give rise to observable

particles. Thus

p = uud, n = udd, Ω− = sss, ∆++ = uuu, · · · , ∆− = ddd, (4.31)

π+ = ud̄, π0 =
(uū− dd̄)√

2
, π− = dū , η8 =

(uū+ dd̄− 2ss̄)√
6

, K+ = us̄, K0 = ds̄ etc.

The quark model interprets the singlet that appears in the product 3× 3̄ as a bound state η1 = (uū+dd̄+ss̄)√
3

.

The physically observed particles η (masse 548 MeV) and η′ (958 MeV) result from a “mixing” (i.e. a linear

combination) due to SU(3) breaking interactions of these η1 and η8. Exercise : complete on Fig. 4.3 the

interpretations of baryons as bound states of quarks, making use of the knowledge of their charges and other

quantum numbers.
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4.2.6 Hadronic currents and weak interactions

The weak interactions are phenomenologically well described by an effective “current–current”

Lagrangian (Fermi)

LFermi = − G√
2
Jρ(x)J†ρ(x) (4.32)

where G is the Fermi constant, whose value (in units where ~ = c = 1) is

G = (1, 026± 0, 001)× 10−5M−2
p . (4.33)

(This interaction Lagrangian has the major flaw of being non renormalisable, a flaw which will

be corrected by the gauge theory of the Standard Model. At low energy, however, LFermi offers

a good description of physics, whence the name “effective”.) The current Jρ is the sum of a

leptonic and a hadronic contributions

Jρ(x) = lρ(x) + hρ(x) (4.34)

The leptonic current

lρ(x) = ψ̄e(x)γρ(1− γ5)ψνe + ψ̄µ(x)γρ(1− γ5)ψνµ [+ψ̄τ (x)γρ(1− γ5)ψντ ]

is the sum of contributions of the lepton families (or generations), e, µ (and τ that we omit in

this first approach). The hadronic current, if one restricts to the first two generations, reads

hρ = cos θC h
(∆S=0)
ρ + sin θC h

(∆S=1)
ρ (4.35)

i.e. a combination of strangeness-conserving and non-conserving currents, weighted by the

Cabibbo angle θC ≈ 0, 25. (This “mixing” extends to the introduction of the third generation,

see next Chapter.) Finally each of these currents h
(∆S=0)
ρ , h

(∆S=1)
ρ has the “V − A” form,

following an idea of Feynman and Gell-Mann, i.e. is a combination of vector and axial currents,

h(∆S=0)
ρ = (V 1

ρ − iV 2
ρ )− (A1

ρ − iA2
ρ) (4.36)

h(∆S=1)
ρ = (V 4

ρ − iV 5
ρ )− (A4

ρ − iA5
ρ) . (4.37)

The vector currents V 1,2,3
ρ are the Noether currents of isospin, the other components of Vρ are

those of the SU(3) symmetry. One shows that their conservation (exact for isospin, approximate

for the others) implies that in the matrix element G〈 p|h(∆S=0)
ρ |n 〉 = ūpγρ(GV (q2)−GA(q2)γ5)un

measured in beta decay at quasi-vanishing momentum transfer, the vector form factor GV (0) =

G. On the contrary, the axial currents are non conserved and GA(0) is “renormalized” (that is,

dressed) by strong interactions, GA/GV ≈ 1.22. The electromagnetic current is nothing other

than the combination jρ = V 3
ρ + 1√

3
V 8
ρ . In the quark model, these hadronic currents have the

form

V a
ρ (x) = q̄(x)

λa

2
γρ q(x) Aaρ(x) = q̄(x)

λa

2
γργ5 q(x) . (4.38)

We will meet them again in the Standard Model. [In rep 3, Iz = 1
2λ3, Y = 1√

3
λ8, Q = Iz + 1

2Y =

λ3

2 + 1√
3
λ8

2 and accordingly J = V3 + 1√
3
V8. ]
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Figure 4.5: Mesons of spin JP = 0− of the representation 15 of SU(4)

4.3 From SU(3) to SU(4) to six flavors

4.3.1 New flavors

The discovery in the mid 70’s of particles of a new type revived the game: these particles

carry another quantum number, “charm” (whose existence had been postulated beforehand

by Glashow, Iliopoulos and Maiani and by Kobayashi and Maskawa for two different reasons).

This introduces a third direction in the space of internal symmetries, on top of isospin and

strangeness (or hypercharge). The relevant group is SU(4), which is more severely broken than

SU(3). Particles fall into representations of that SU(4), etc. A fourth flavor, charm, is thus

added, and a fourth charmed quark c constitutes with u, d, s the representation 4 of SU(4), as

inobservable as the 3 of SU(3), according to the same principle.

As of today, one believes there are in total six flavors, the last two being beauty or bottomness

and truth (or topness ??), hence two additional quarks b and t. B mesons, which are bound

states ub̄, db̄ etc, are observed in everyday experiments, in particular at LHCb, whereas the

experimental evidence for the existence of the t quark is more indirect. The hypothetical flavor

group SU(6) is very strongly broken, as attested by masses of the 6 quarks3

mu ≈ 1.5− 4 MeV , md ≈ 4− 8 MeV , ms ≈ 80− 130 MeV (4.39)

mc ≈ 1.15− 1.35 GeV , mb ≈ 4− 5 GeV , mt ≈ 175 GeV

and this limits its usefulness. One may however rewrite (4.12) in the form

Q =
1

2
Y + Iz Y = B + S + C +B + T

with different quantum numbers contributing additively to hypercharge. The convention is that

the flavor S,C,B, T of a quark vanishes or is of the same sign as its electric charge Q. Thus

C(c) = 1, B(b) = −1 etc. Table 1 must now be extended as follows

3One should of course make precise what is meant by mass of an invisible particle, and this may be done in

an indirect way and with several definitions, whence the range of given values.
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Quarks u d s c b t

Isospin Iz
1
2
−1

2
0 0 0 0

Baryonic charge B 1
3

1
3

1
3

1
3

1
3

1
3

Strangeness S 0 0 −1 0 0 0

Charm C 0 0 0 1 0 0

Beauty B 0 0 0 0 −1 0

Truth T 0 0 0 0 0 1

Hypercharge Y 1
3

1
3
−2

3
4
3
−2

3
4
3

Electric charge Q 2
3
−1

3
−1

3
2
3
−1

3
2
3

Table 2. Quantum numbers of quarks u, d, s, c, b, t

4.3.2 Introduction of color

Various problems with the original quark model have led to the hypothesis (Han–Nambu) that

each flavor comes with a multiplicity 3, which reflects the existence of a group SU(3), different

from the previous one, the color group SU(3)c.

Considerations leading to that triplicating hypothesis are first the study of the ∆++ particle, with spin 3/2,

made of 3 quarks u. This system of 3 quarks has a spin 3/2 and an orbital angular momentum L = 0, which

give it a symmetric wave function, in contradiction with the fermionic character of quarks. The additional color

degree of freedom allows an extra antisymmetrization, (which leads to a singlet state of color), and thus removes

the problem. On the other hand, the decay amplitude of π0 → 2γ is proportional to the sum
∑
Q2Iz over the

set of fermionic constituents of the π0. The proton, with its charge Q = 1 and Iz = 1
2 , gives a value in agreement

with experiment. Quarks (u, d, s) with Q = ( 2
3 ,

1
3 ,−

1
3 ) and Iz = ( 1

2 ,−
1
2 , 0) lead to a result three times too small,

and color multiplicity corrects it to the right value. [ibidem pour R = (e+e− → hadrons)/(e+e− → µ+µ−)]

According to the confinement hypothesis, only states of the representation 1 of SU(3)c are

observable. The other states, which are said to be “colored”, are bound in a permanent way

inside hadrons. This applies to quarks, but also to gluons, which are vector particles (spin 1)

transforming by the representation 8 of SU(3)c, whose existence is required by the construction

of the gauge theory of strong interactions, Quantum Chromodynamics (QCD), see Chap. 5.

To be more precise, the confinement hypothesis applies to zero or low temperature, and quark or gluon

deconfinement may occur in hadronic matter at high temperature or high density (within the “quark gluon

plasma”).

The quark model with its color group SU(3)c is now regarded as part of quantum chromo-

dynamics. The six flavors of quarks are grouped into three “generations”, (u, d), (c, s), (t, b),

which are in correspondence with three generations of leptons, (e−, νe), (µ−, νµ), (τ−, ντ ). That

correspondence is important for the consistency of the Standard Model (anomaly cancellation),

see next chapter.

?
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Further references for Chapter 4

On flavor SU(3), the standard reference containing all historical papers is

M. Gell-Mann and Y. Ne’eman, The Eightfold Way, Benjamin 1964.

In particular one finds there tables of SU(3) Clebsch-Gordan coefficients by J.J. de Swart.

In the discussion of SU(3) breakings, I followed

S. Coleman, Aspects of Symmetry, Cambridge Univ. Press 1985.

For a more recent presentation of flavor physics, see

K. Huang, Quarks, Leptons and Gauge Fields, World Scientific 1992.

All the properties of particles mentionned in this chapter may be found in the tables of

the Particle Data Group, on line on the site http://pdg.lbl.gov/2013/listings/contents_

listings.html

?

Exercises and Problems for chapter 4

A. Sigma model and chiral symmetry breaking

Consider the Lagrangian (4.10) and define W = σ + iπππτττ .

1. Compute detW . Show that one may write L in terms of ψL,R and W as

L = ψ̄Ri/∂ψR + ψ̄Li/∂ψL + g(ψ̄LWψR + ψ̄RW
†ψL) + LK −

1

2
m2 detW − λ

4
(detW )2

where LK is the kinetic term of the fields (σ,πππ). One may also give that term the form LK = 1
2 (det ∂0W −∑3

i=1 det ∂iW ) (which looks a bit odd, but which is indeed Lorentz invariant!).

2. Show that L is invariant under transformations of SU(2)×SU(2) with ψL → UψL, ψR → V ψR, provided

W transforms in a way to be specified. Justify the assertion made in § 4.1.2 : ψL, ψR and W transform

respectively under the representations (1
2 , 0), (0, 1

2 ) and (1
2 ,

1
2 ).

3. If the field W acquires a vev v, for example along the direction of σ, 〈σ 〉 = v, show that the field ψ

acquires a mass M = −gv.

B. Changes of basis in SU(3)

In SU(3), write the change of basis which transforms the weights Λ1, Λ2 of Chap. 3 into the axes used in

figures 4.2, 4.3 and 4.4. Derive the transformation of the coordinates (λ1, λ2) (Dynkin labels) into the physical

coordinates (Iz, Y ). What is the dimension of the representation of SU(3) expressed in terms of the isospin

and hypercharge of its highest weight? [(Λ1, Λ2) 7→ (α1,Λ2), avec α1 = 2Λ1 − Λ2 donc λ = λ1Λ1 + λ2Λ2 =
1
2λ1α1 + ( 1

2λ1 + λ2)Λ2 = Izα1 + 3
2Y Λ2, soit Iz = 1

2λ1, Y = 1
3 (λ1 + 2λ2). ]

C. Gell-Mann–Okubo formula

Complete and justify all the arguments sketched in § 4.2.2, 4.2.3 and 4.2.4. In particular check that the formula

(4.27) does lead for the decuplet to constant mass splittings.

D. Counting amplitudes

How many independent amplitudes are necessary to describe the scattering BD → BD, where B and D refer to

the baryonic octet and decuplet ?
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Problems

1. SU(3) invariant four-field couplings

Consider a Hermitian, 3× 3 and traceless matrix A.

a. Show that its characteristic equation

A3 − (trA)A2 +
1

2

(
(trA)2 − trA2

)
A− detA = 0

implies a relation between trA4 and (trA2)2.

b. If the group SU(3) acts on A by A→ UAU†, show that any sum of products of traces of powers of A is

invariant. We call such a sum an “invariant polynomial in A”. How many linearly independent such invariant

polynomials in A of degree 4 are there?

c. One then “polarises” the identity found in a., which means one writes A =
∑4
i=1 xiAi with 4 matrices

Ai of the previous type and 4 arbitrary coefficients xi, and one identifies the coefficient of x1x2x3x4. Show that

this gives an identity of the form (Burgoyne’s identity)∑
P

tr (AP1AP2AP3AP4) = a
∑
P

tr (AP1AP2) tr (AP3AP4) (4.40)

with sums over permutations P of 4 elements and a coefficient a to be determined. How many distinct terms

appear in each side of that identity?

d. How many polynomials of degree 4, quadrilinear in A1, · · · , A4, invariant under the action of SU(3)

Ai → UAiU
† and linearly independent, can one write ? Why is the identity (4.40) useful ?

2. Hidden invariance of a bosonic Lagrangian

One wants to write a Lagrangian for the field Φ of the pseudoscalar meson octet, see (4.17).

a. Why is it natural to impose that this Lagrangian be even in the field Φ ?

b. Using the results of Problem 1., write the most general form of an SU(3) invariant Lagrangian, of degree

less or equal to 4 (for renormalizability) and even in Φ.

c. One then writes each complex field by making explicit its real and imaginary parts, for example K+ =
1√
2
(K1 − iK2), K− = 1√

2
(K1 + iK2), and likewise with K0, K̄0 and with π±. Compute tr Φ2 with that

parametrization and show that one gets a simple quadratic form in the 8 real components. What is the

invariance group G of that quadratic form? Is G a subgroup of SU(3)?

d. Conclude that any Lagrangian of degree 4 in Φ which is invariant under SU(3) is in fact invariant by

this group G.

3. Electromagnetic mass splittings in an SU(3) octet

Preliminary question.

Given a vector space E of dimension d, we denote E ⊗ E the space of rank 2 tensors and (E ⊗ E)S , resp.

(E ⊗ E)A, the space of symmetric, resp. antisymmetric, rank 2 tensors, also called (anti-)symmetrized tensor

product. What is the dimension of spaces E ⊗ E, (E ⊗ E)S , (E ⊗ E)A ? (Answ. d2, d(d + 1)/2, d(d − 1)/2

) One assumes that SU(3) is an exact symmetry of strong interactions, and one wants to study mass splittings

due to electromagnetic effects.

a. How many independent mass differences between baryons with the same quantum numbers I and Y but

different charges Q (or Iz component), are there in the baryon octet JP = 1
2

+
? (Answ. 4, par ex Mn −Mp,

MΣ− −Mσ0 , MΣ+ −Mσ0 , et MΞ− −MΞ0 . )

We admit that these electromagnetic effects result from second order perturbations in the Lagrangian Lem(x) =

−qjµ(x)Aµ(x). If |B 〉 is a baryon state, one should thus compute

δMB = 〈B|(
∫
d4xLem)2|B 〉 . (4.41)

For lack of a good way of computing that matrix element, one wants to determine the number of independent

amplitudes that contribute.
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b. Why does this calculation amounts to counting the number of invariants appearing in the tensor product of

four representations 8? In view of the calculations done in sect. 4.2.2, what should be that number? (Answ.

Selon le théorème de Wigner-Eckart, il y a autant d’amplitudes indépendantes que d’invariants dans le produit

tensoriel 8⊗4 ; si mi sont les multiplicités apparaissant dans 8 ⊗ 8, soit m1 = 1,m8 = 2, etc, il semblerait que

ce nombre est
∑
im

2
i = 8. )

c. But caution ! the product of the two Lagrangians is symmetric. As for the product
∫
Lem

∫
Lem, one must

decompose into irreducible representations the symmetrized tensor product (8 ⊗ 8)S . Use the result of the

Preliminary question to calculate the number of independent symmetric rank 2 tensors in the representation 8.

Show that this number is consistent with the decomposition that we admit

(8⊗ 8)S = 1⊕ 8⊕ 27 . (4.42)

(Answ. Il y a 1
28× 9 = 36 tenseurs de rang 2 symétriques dans leurs indices prenant 8 valeurs. Ce nombre

36 = 1 + 8 + 27, ok. ) d. i) What is then the number of invariant amplitudes contributing to δMB? (Answ.

Il y a m1 +m8 +m27 = 1 + 2 + 1 = 4 amplitudes indépendantes. )

d. ii) What is the number of invariant amplitudes contributing to δMB − δMB′ for hadrons B and B′ with the

same quantum numbers, as discussed in a.? (Answ. La representation identité contribue également à tous les

δMB donc ne contribue pas aux écarts δMB − δMB′ . Il n’y a que trois amplitudes indépendantes contribuant

à ces écarts. )

d. iii) In the spirit of what is done in § 4.2.3 for magnetic moments, write a basis on invariants in terms

of the matrices Ψ, Ψ̄ and Q? (Answ. Les 4 amplitudes indépendantes peuvent être écrites par exemple

comme tr B̄Q2B, tr B̄QBQ, tr B̄BQ2 et tr B̄B; en fait 3 seulement contribuent aux écarts de masse puisque la

representation 1 ne contribue pas à un écart (ou encore B̄B est la forme diagonale identité).)

e. i) Show that the number of amplitudes determined in question d. ii) implies a priori one relation between

electromagnetic mass splittings within the baryon octet. (Answ. Il y a trois amplitudes contribuant à quatre

écarts, d’où une relation entre ces écarts.)

e. ii) Calculate ∆emM = αtr Ψ̄Q2Ψ + βtr Ψ̄ΨQ2 + γtr Ψ̄QΨQ, (the use of Maple or of Mathematica may be

helpful. . . ), identify in that expression the coefficients ∆emMp of p̄p, ∆emMn of n̄n, etc, and check the relation

MΞ− −MΞ0 = MΣ− −MΣ+ +Mp −Mn . (4.43)

The experimental values are Mn = 939, 56 MeV/c2, Mp = 938, 27 MeV/c2, MΞ− = 1321, 71 MeV/c2, MΞ0 =

1314, 86 MeV/c2, MΣ− = 1197, 45 MeV/c2, MΣ0 = 1192, 64 MeV/c2, MΣ+ = 1189, 37 MeV/c2. Calculate the

values of the two sides of relation (4.43). Comment. (Answ. Le membre de gauche vaut 1321, 71− 1314, 86 =

6, 85 MeV/c2, celui de droite 1197, 45− 1189, 37 + 938, 27− 939, 56 = 8, 08− 1, 29 = 6, 79 MeV/c2. On voit que

les prédictions de SU(3) sont vérifiées à 1% près, ce qui est très remarquable. )

f. Octet of pseudoscalar mesons. Could one do a similar reasoning for pseudoscalar mesons? (Answ. Dans ce

cas on n’a que 3 amplitudes indépendantes, dont 2 seulement contribuent aux écarts, tr Φ2Q2 et tr (ΦQ)2, mais

seulement deux différences de masses électromagnétiques indépendantes mπ+−mπ0 = mπ−−mπ0 , mK+−mK0 =

mK− −mK0 en utilisant l’égalité des masses d’une particule et de son antiparticule (invariance CPT). On n’a

plus de relation entre ces écarts. . . )

g. What about the electromagnetic mass splittings within the ( 3
2 )+ decuplet ? (Answ. Il faut calculer le

nombre d’invariants dans 10⊗ 1̄0⊗ (8⊗ 8)S . Mais 10⊗ 1̄0 = 1⊕ 8⊕ 27⊕ 64 et (8⊗ 8)S comme ci-dessus, donc

3 amplitudes dont seules celles de la 8 et de la 27 contribuent au mass splitting, et on connâıt deux invariants,

Q et Q2 se transformant ainsi. Donc ∆mem = αQ+ βQ2. Vérification sur les masses expérimentales. . . )
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Chapter 5

Gauge theories. Standard model

Transformations considered so far were global, space-time independent, transformations. An-

other type of symmetry, which is restricting the dynamics of the system in a much more stringent

way, considers local transformations. At each point of space–time, acts a distinct copy of the

transformation group. Such a symmetry, called gauge symmetry, is familiar in electrodynamics.

Its extension by Yang and Mills to non-abelian transformation groups turned out to be one of

the most fruitful theoretical ideas of the second half of the XXth century. A full course should

be devoted to it. More modestly, the present chapter gives an elementary introduction and

overview.

5.1 Gauge invariance. Minimal coupling. Yang–Mills

Lagrangian

5.1.1 Gauge invariance

The study of electrodynamics has introduced the notion of local invariance. The Lagrangian

L = ψ̄(i/∂ − e/A−m)ψ − 1

4
(∂µAν − ∂νAµ)(∂µAν − ∂νAµ) (5.1)

is invariant under infinitesimal gauge transformations

δAµ(x) = −∂µδα(x)

δψ(x) = ieδα(x)ψ(x) , (5.2)

since the electromagnetic field tensor

Fµν = (∂µAν − ∂νAµ)

is invariant, and the combination

i/Dψ(x) := (i/∂ − e/A)ψ(x)
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also transforms as ψ. The finite form of these transformations is readily written

Aµ(x) 7→ Aµ(x)− ∂µα(x)

ψ(x) 7→ eieα(x)ψ(x) , (5.3)

which shows that the transformations give a local (i.e. x dependent) version of those of the

group U(1) or R (see below). The corresponding global transformations are those leading to a

conserved Noether current, which implies the conservation of electric charge. The Lagrangian

displays the “minimal coupling” of the field ψ to the electromagnetic field1. Any other charged

field of charge q couples to the electromagnetic field through a term involving the “covariant

derivative” i∂µ − qAµ(x).

This is for example the case of a charged, hence complex, boson field φ, whose contribution

to the Lagrangian reads

δL = [(∂µ − iqAµ)φ∗] [(∂µ + iqAµ)φ]− V (φ∗φ) (5.4)

which is indeed invariant under φ(x) 7→ eiqα(x)φ(x), Aµ(x) 7→ Aµ(x)− ∂µα(x).
Note that if the A field is coupled to several fields of charges q1, q2,. . . , to demand that the gauge group be

U(1) (rather than R), i.e. to identify α(x) and α(x)+2πx (x some fixed real), imposes that xq1, xq2, · · · ∈ Z and

thus that charges q1, q2,. . . be commensurate. This may be an explanation of the charge quantization observed

in Nature.

5.1.2 Non abelian Yang–Mills extension

Following the brilliant observation of Yang and Mills (1954), this construction may be trans-

posed to the case of a non-abelian Lie group G, with however a few interesting modifications. . .

Let ψ be a field (which we denote as a fermion field, but this is irrelevant) transforming under

G by some representation D. Let Ta be the infinitesimal generators in that representation,

which we assume antihermitian: [Ta, Tb] = C c
ab Tc; the infinitesimal transformation thus reads

δψ(x) = Taδα
aψ(x) . (5.5)

(In this section, we denote ta the corresponding matrices in the adjoint representation.) To

extend the notion of local transformation, we need a gauge field Aµ, which allows to construct

a covariant derivative Dµψ. It is natural to consider that Aµ lives in the Lie algebra of G, as it

is associated with infinitesimal transformations of the group, and hence it carries an index of

the adjoint representation

Aµ(x) = {Aaµ(x)} (5.6)

or equivalently, Aµ is represented in any representation by the antihermitian matrix2

Aµ(x) = TaA
a
µ(x) . (5.7)

1An additional term in the Lagrangan like ψ̄[γµ, γν ]ψFµν would be gauge invariant but non minimal.
2Caution! this convention implies that some expressions differ by a factor i from the abelian case.
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[ou encore est considéré comme une 1-forme

A(x) = Aµ(x)dxµ .

] The covariant derivative reads

Dµψ(x) := (∂µ − Aµ(x))ψ(x) , (5.8)

or, componentwise

DµψA(x) :=
(
∂µδAB − Aaµ(x) (Ta)

B
A

)
ψB(x) . (5.9)

That covariant derivative does transform as ψ, just like in the abelian case, provided one

imposes that Aµ transforms according to

δAaµ(x) = ∂µδα
a(x) + C a

bc δα
b(x)Acµ(x) (5.10)

=
(
∂µδ

a
b − Acµ(x)(tc)

a
b

)
δαb(x) = (Dµδα)a(x) .

The term ∂µδα
a(x) notwithstanding, one sees that {Aaµ} transforms as the adjoint representa-

tion (whose matrices are (tc)
a
b = −C a

bc ). Lastly a field tensor transforming in a covariant way

(i.e. without any inhomogeneous term in ∂δαa(x)) may be constructed

Fµν = ∂µAν − ∂νAµ − [Aµ, Aν ] (5.11)

or in components

F a
µν = ∂µA

a
ν − ∂νAaµ − C a

bc A
b
µA

c
ν . (5.12)

One proves, after some algebra and using the Jacobi identity, that

δF a
µν(x) = C a

bc δα
b(x)F c

µν(x) , (5.13)

which is indeed an infinitesimal transformation in the adjoint representation.

It is in fact profitable, and maybe more enlightening, to look at the effect of a finite local

transformation g(x) of the group G,

ψ(x) 7→ D(g(x))ψ(x)

Aµ = AaµTa 7→ D(g(x))(−∂µ + Aµ(x))D(g−1(x)) , (5.14)

(with D the representation carried by ψ), and for the covariant derivative acting on ψ,

Dµψ(x) 7→ D(g(x))Dµψ(x) (5.15)

or equivalently3

Dµ 7→ D(g(x))DµD(g−1(x)) . (5.16)

3Beware of the notations! In that equation (5.16), which deals with a differential operator, the derivative ∂µ

contained in Dµ acts on everything sitting on its right, whereas in the second equation (5.14), it acts only on

D(g−1(x)).
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Now one verifies easily that in a given representation

[Dµ, Dν ] = −Fµν := −F a
µνTa (5.17)

from which follows that Fµν(x) 7→ D(g(x))FµνD(g−1(x)), and in particular, in the adjoint

representation, the finite transformation of Fµν = F a
µνta is

Fµν(x) 7→ g(x)Fµν(x)g−1(x) , (5.18)

of which (5.13) is the infinitesimal version.

Pure gauge

If the tensor Fµν vanishes in the neighbourhood of a point x0, one may write locally (i.e. in

that neighbourhood) Aµ(x) as a “pure gauge”, i.e.

Fµν = 0 ⇐⇒ Aµ(x) = (∂µg(x)) g−1(x) . (5.19)

(The naming “pure gauge” is justified by the fact that such an Aµ(x) = (∂µg(x)) g−1(x) is the

gauge transform of a vanishing gauge field! Proving ⇐ is a trivial calculation, as for ⇒, see a

few lines below. . . ) We insist on the local character of that property.

Parallel transport along a curve

Another interesting object is the group element attached to a curve C going from x0 to x

γ(C) := P exp

(∫
C

dxµAµ(x)

)
(5.20)

where the symbol P means that a parametrization x(s) of the curve being chosen, and terms

in the expansion of the exponential are ordered from right to left with increasing s (compare

with the T -product in quantum field theory). One shows that under the gauge transformation

(5.14)

γ(C) 7→ g(x)γ(C)g−1(x0) . (5.21)

More generally, for any representation D and with A = AaTa, (5.20) defines a γD(C) in the

representation D that transforms as γD(C) 7→ D(g(x))γD(C)D(g−1(x0)).

Exercise. Prove that statement by first considering an infinitesimal path from x to x+dx, hence

γ(C) ≈ 1 + Aµ(x)dxµ, and by performing a finite gauge transformation Aµ(x) → g(x)(−∂µ +

Aµ(x))g−1(x), show that γ(C)→ g(x+ dx)γ(C)g−1(x). The result for a finite curve follows by

recombining these infinitesimal elements.

Given an objet, like the field ψ, transforming by some representation D, the role of γD(C)

is to “transport” ψ(x0) into an object denoted tψ(x) transforming like ψ(x). Show that for an

infinitesimal curve (x, x + dx) the difference tψ(x + dx) − ψ(x + dx) is expressed in a natural

way in terms of the covariant derivative. [tψ(x+ dx) = (1 + dxµAµ)ψ(x), ψ(x+ dx) = (1 + dxµ∂µ)ψ(x)

donc tψ(x+ dx)− ψ(x+ dx) = −dxµ(∂µ −Aµ)ψ = −dxµDµψ(x).]
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Consider then the case where x = x0 in (5.20). From (5.21), it follows that for a closed loop

C, γ(C) transforms in a covariant way, γ(C) 7→ g(x0)γ(C)g−1(x0). Let us examine again the

case of an infinitesimal closed loop. One finds that then

γ(C) ≈ exp
1

2

∫
S
dxµ ∧ dxνFµν , (5.22)

where the integration is carried out on an infinitesimal surface S of boundary C.

Exercise: Prove that statement by considering an elementary square circuit extending from x

along the coordinate axes µ and ν: (x→ x+dxµ → x+dxµ+dxν → x+dxν → x), and expand

to second order in dx to find γ(C) ≈ 1 + dxµdxνFµν (with no summation over µ, ν). Hint: use

of the commutator formula (1.22) of Chap. 1 simplifies the computation a great deal! [On a en

effet à calculer U−1
ν U−1

µ (dx)Uν(dx)Uµ. A la contribution du commutateur U−1
ν U−1

µ UνUµ = 1 + dxµdxν [Aν , Aµ]

s’ajoute les contributions des dx dans les U , soit (∂µAν − ∂νAµ)dxµdxν . ]

This has an immediate consequence. If F = 0, any γ(C) of the form (5.20) is insensitive to

small variations of the curve C with fixed end points x0 and x, hence depends only on these

end-points x0 and x. The element g(x, x0) := g(C) that follows satisfies (∂µ −Aµ)g(x, x0) = 0,

(check!), thus completing the proof of (5.19).

Wilson loop

Return to the case of a closed loop C with x = x0 in (5.20). As just mentionned, γ(C)

transforms in a covariant way, γ(C) 7→ g(x0)γ(C)g−1(x0). Its trace

W (C) = tr γ(C) = trP exp

∮
dxµAµ(x) (5.23)

is thus invariant. We postulate that any physical quantity in a gauge theory must be “gauge

invariant”, i.e. invariant under a gauge transformation. This is the case of trFµνF
µν , ψ̄(i/∂−/A)ψ

etc. The interest of W (C) is that it is a non local invariant quantity, which depends on the

contour C. Note that it depends on the representation in which A = AaTa is evaluated.

This Wilson loop was proposed by Wilson and Polyakov as a way to measure the interaction

potential between particles propagating along C, and as a good indicator of confinement. See

below § 5.3.1 and the Problem at the end of this Chapter for a discrete version of that quantity.

5.1.3 Geometry of gauge fields

The previous considerations show that the theory of gauge fields has a strong geometric content. The appropriate

language to discuss these matters is indeed the theory of fiber bundles, principal fiber bundle for the gauge group

itself, vector bundle for each matter field like ψ, above the base space which is space–time. The gauge field is

a connection on the fiber bundle, which permits to define a parallel transport from point to point. The tensor

Fµν is its curvature, as expressed by (5.17) or (5.22). All these notions are defined locally, in a system of local

coordinates (a chart), and changes of chart imply transformations of the form (5.14). This language becomes

particularly useful when one looks at topological (instantons etc) or global (“Gribov problem”) properties of

gauge theories. For a mere introduction to properties of local symmetry and the perturbative construction of

the standard model, we won’t need it.
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5.1.4 Yang–Mills Lagrangian

The Lagrangian describing a gauge field coupled to a matter field like ψ via the minimal coupling

reads

L =
1

2g2
tr (FµνF

µν) + ψ̄
(
i(/∂ − /A)−m

)
ψ , (5.24)

with a parameter, the coupling constant g. The value of that coupling depends of course on

the normalization of the matrices Ta that appear in Fµν = F a
µνTa. One proves (see Exercise B

at the end of this chapter) that for any simple Lie algebra one may choose a basis such that

in any representation R, trTaTb = −TRδab, with TR a real positive coefficient that depends on

the group and on the representation. We will choose for Fµν the fundamental representation

of lowest dimension, (the defining representation of dimension N in the case of SU(N)) with

a normalization Tf = 1
2
, hence trTaTb = −1

2
δab. To the Lagrangian L, one may add the

contribution of other fermion fields or of boson fields. Note that the representations “carried”

by the fermions or other matter fields, that appear in their covariant derivatives Dµ = ∂µ−AaµTa,
may differ from the fundamental representation.

As such, L of (5.24) ressembles very much the Lagrangian of the abelian case (5.1), after a

change iA→ gA has been carried out.

Let us review the most salient features of that construction:

• like in the abelian case, the gauge invariance principle implies a minimal coupling of a

universal type, namely through the covariant derivative; (of course, adding non minimal gauge

invariant terms like ψ̄σµνF
µνψ should be possible but is limited by the requirement of renormalizability);

• contrary to the abelian case where each charge is independent and unquantized (at least

if the gauge group is R rather than U(1)), the coupling constant g of all fields to the

gauge fields is the same, within each simple component of the gauge group; (for example,

the standard model, based on the group U(1)×SU(2)×SU(3) possesses three independent

couplings, see below.)

• like in the abelian case, the gauge field comes naturally without a mass term: a mass

term 1
2
M2AµA

µ does break gauge invariance. This looks most embarrassing for physical

applications, since the massless vector fields (of spin 1) are quite exceptional in Nature

(the electromagnetic field and its photonic excitations being the basic counter-example);

this will lead us either to introduce “soft” mechanisms of (spontaneous) breaking of gauge

invariance to remedy it, or to invoke confinement to hide the unseen massless gluons;

• contrary to the abelian case, the gauge field itself “carries a charge of the group”: we saw

that for global (i.e. x independent) transformations of the group G, Aµ transforms by the

adjoint representation. The property of the gauge field to be charged has important im-

plications in many phenomena, from the infrared effects (confinement), to the ultraviolet

ones (sign of the β function), as we shall see below.
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Figure 5.1: Some one-loop diagrams in a gauge theory

5.1.5 Quantization. Renormalizability

The quantization of the Yang–Mills theory requires to overcome serious difficulties that we only

briefly evoke. As in electrodynamics, the quadratic form in the gauge field in L, namely

(∂µAν − ∂νAµ)2 or in Fourier space Aµ(−k)(kµkν − k2gµν)Aν(k)

is degenerate, thus non invertible, which reflects gauge invariance. Consequently the propagator

of the field Aµ is a priori undefined. One must first “fix the gauge”, by imposing a non-invariant

“gauge condition” (like the Coulomb gauge in QED), and the Faddeev and Popov procedure,

justified by their general study of constrained systems leads to the introduction of auxiliary

fields and to explicit Feynman rules, (see for example [IZ, chap. 12] and the courses of the

second semester).

One then proves, and that was a decisive step in the building of the Standard Model4, that

the theory so quantized is renormalizable: all ultraviolet divergences appearing in Feynman

diagrams may, at any finite order of perturbation theory, be absorbed into a redefinition of

parameters –couplings, field normalization, masses– of the Lagrangian. This renormalization

procedure preserves gauge invariance.

Thus, to the one loop order, diagrams of Fig. 5.1 have divergences that may be absorbed

into a change of normalization of the A field (“wave function renormalization”) and a renor-

malization of the coupling constant g

g 7→ g0 =

(
1− g2

(4π)2

(
11

3
C2 −

4

3
Tf

)
log

Λ

µ

)
g , (5.25)

where Λ is a scale of ultraviolet “cutoff” and µ a mass scale which must be introduced for a

definition of the renormalisation procedure. Tf has been defined just below (5.24), whereas C2

is the value of the quadratic Casimir operator in the adjoint representation, CacdCbcd = C2 δab,

hence C2 = c2(adj) in the notations of exercise A.1, and C2 = N for SU(N), see exercise A.2.

4 G. ’t Hooft and M. Veltman, Nobel prize 1999
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5.2 Massive gauge fields

5.2.1 Weak interactions and intermediate bosons

We saw in Chap. 4 (equ. (4.32)) that the Fermi Lagrangian

LFermi = − G√
2
Jρ(x)J†ρ(x) (5.26)

gives a good description of the low energy physics of weak interactions: leptonic processes like
ν̄ee
− → ν̄ee

− or ν̄µµ
−, semi-leptonic ones like π+ → µ+νµ or the β decay n → pe−ν̄e, or non-

leptonic ones : Λ → pπ−, K0 → ππ, etc. But this Lagrangian is theoretically unsatisfactory,
since it leads to a non renormalizable theory, making impossible any calculation beyond the
“Born term”, the first order of perturbation theory, which violates unitarity.
The violation of unitarity appears in the calculation of the total cross section σ of any process, to first order of

the perturbation series. A simple dimensional argument gives at high energy

σ ∼ const. G2s

where s is the square center-of-mass energy. But that behavior contradicts general results based on unitarity

that predict that σ must decrease in each partial wave like 1/s. A violation of unitarity by the Born term is

thus expected at an energy of the order of
√
s ∼ G− 1

2 ∼ 300 GeV. And the non-renormalisability of the theory

precludes an improvement of that Born term by the computation of higher order terms (“radiative corrections”)

of the perturbative series.

The idea is thus to regard LFermi as an approximation of a theory where the charged current

Jρ is coupled to a charged vector field W of mass M , in the large mass limit5. Consider the

new Lagrangian

Lint.boson = gJρ(x)W †
ρ (x) + h.c.− 1

4
FµνF

µν +M2W †
ρW

ρ . (5.27)

In the large mass M limit, one may neglect the kinetic term −1
4
FµνF

µν with respect to the mass

term, the field W becomes a simple auxiliary field with no dynamics, that one may integrate

out by “completing the square”, and one recovers LFermi provided

G√
2

=
g2

M2
(5.28)

which relates the new coupling g to the Fermi constant G. Is the theory (5.27) with its

“intermediate boson” W , vector of weak interactions, a good theory of weak interactions? In

fact the propagator of the massive W field reads

− i
gµν − kµkν

M2

k2 −M2
(5.29)

which has a bad behavior as k >> M and makes again the theory non-renormalizable : the

problem has just been shifted! The solution stems from a soft and subtle (!) way to introduce

the mass of the W field, via a spontaneous breaking of gauge symmetry.

5The inverse mass M−1 represents the range of weak interactions, which is known to be short, and the mass

M is thus high (of the order of 100 GeV, as we see below).
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5.2.2 Spontaneous breaking in a gauge theory. Brout–Englert–Higgs

mechanism

Let us return to the abelian case described by (5.1), (5.4) and suppose now that the potential

V has a minimum localized at a non–zero value of φ∗φ. Consequently, the field φ acquires a

vev 〈φ 〉 = v/
√

2 6= 0. Reparametrizing the field φ according to

φ(x) = eiqθ(x)/v v + ϕ(x)√
2

(5.30)

with v real and ϕ hermitian, and accompanying it by a U(1) gauge transformation

φ(x) 7→ φ′(x) = e−iqθ(x)/vφ(x) =
v + ϕ(x)√

2

Aµ(x) 7→ A′µ(x) = Aµ(x) +
1

v
∂µθ(x) (5.31)

together with the corresponding transformation of other charged fields (ψ . . . ), one sees that

the Lagrangian δL of (5.4) reads

δL = (∂µ − iqA′µ)φ′(∂µ + iqA′µ)φ′ − V (φ′2)

=
1

2
|(∂µ − iqA′µ)ϕ|2 +

1

2
q2v2A′µA

′µ − V
(

1

2
(v + ϕ)2

)
. (5.32)

Finally, one sees that the spontaneous breaking of the U(1) symmetry by the boson field φ leads

to the appearance of a mass term for the gauge field A′µ ! One also notes that the field θ which,

in the absence of a gauge field, would be the Goldstone field, has completely disappeared, being

“swallowed” by the new massive (“longitudinal”) mode of the vector field Aµ ; the total number

of degrees of freedom of these fields is thus not modified: we started with 2 transverse modes

of the massless electomagnetic field + 2 modes of the charged field (its real and its imaginary

parts, say) and we end up with 3 + 1. This is the Brout–Englert–Higgs6 mechanism, in its

abelian version. If the boson φ is coupled to a fermion field ψ by a term of the type ψ̄φψ, the

appearance of its “vev” gives rise to a mass term qv√
2
ψ̄ψ for the ψ.

Important remark. Note that although the global symmetry has been spontaneoulsy

broken, the theory maintains an exact gauge invariance. Indeed the direction in which the

scalar fields “points” is not observable (gauge invariance), and one only knows that its length

v is non vanishing (spontaneous breaking).

This Brout–Englert–Higgs (B-E-H) mechanism extends to a non-abelian group. The details

depend on the scheme of breaking and on the choice of representation for the boson field. (See

the courses of second semester for a detailed analysis.) In general, if the group G is broken into

a subgroup H, the r = dimG− dimH would-be Goldstone bosons, that are in correspondence

with generators of the “coset” G/H, become longitudinal massive modes of r vectors. It remains

dimH massless vector fields. Example : in the electro-weak standard model of § 5.3.2 below :

G = SU(2) × U(1), H = U(1) (not the U(1) factor of G!), three gauge fields become massive,

one remains massless.

6F. Englert and P. Higgs, Nobel prize 2013
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A crucial step in the construction of the standard model was to understand that this spon-

taneous symmetry breaking in a gauge theory, that we just described at the classical level, is

compatible with the quantization of the theory. Renormalizability in 4 dimensions of the gauge

theory is not affected by that breaking, and the resulting theory is unitary: only physical states

(massive gauge fields, remaining bosons after the symmetry breaking, etc) contribute to the

sum over intermediate states in the unitarity relation.

5.3 The standard model

What is presently called the standard model of particle physics is a gauge theory based on a

non simple gauge group: SU(3) × SU(2) × U(1), in which the different factors play distinct

roles. As the group has three simple factors, the theory depends a priori on three independent

coupling constants, with gauge fields for each, that are coupled to matter fields, quarks and

leptons, as well as to boson fields that play an auxiliary but crucial role!

5.3.1 The strong sector

The group SU(3) ≡ SU(3)c is the gauge group of color (see Chap. 4, § 4.3.2). The gauge fields

Aµ have indices of the adjoint representation (of dimension 8). The associated particles, called

gluons, with spin 1 and zero mass, have never been directly observed so far. The gluon fields

are coupled to color degrees of freedom of fermionic quark fields, ψAi, which carry an index A

of the representation 3 (or 3̄ for the ψ̄) (and also a flavor index i = u, d, s, c, b, t, on which the

color group SU(3)c does not act). The theory so defined is Quantum Chromodynamics (QCD

in short). It describes the physics of all strong interactions. Its Lagrangian is of the type (5.24),

with fermionic mass terms depending on flavor, generated by the electroweak sector.

Asymptotic freedom

Knowing the coupling constant renormalization, (5.25), one may compute the corresponding

beta function. One finds7

β(g) = −Λ
∂

∂Λ
g(Λ)|g0 = − g3

(4π)2

(
11

3
C2 −

4

3
Tf

)
+ O(g5) (5.33)

It thus appears that this beta function is negative in the vicinity of g = 0, as long as the

coefficient 11
3
C2 − 4

3
Tf > 0 (not too many matter fields!), in other words that g = 0 is an

attractive ultraviolet fixed point of the renormalization group: β(g2(λ)) = dg2(λ)
d log λ

< 0⇒ g2(λ) ∼
(2b log λ)−1 → 0 as λ → ∞, with b = coefficient of the term −g3 in (5.33). This is asymptotic

freedom, a fundamental property of strong interactions. Exercise : how many triplets of quarks

are compatible with asymptotic freedom of QCD ?
This non-abelian gauge theory is the only local and renormalizable theory in 4 dimensions that possesses

that property of asymptotic freedom. As such, it is the only one consistent with results of deep-inelastic

7David J. Gross, H. David Politzer, Frank Wilczek, Nobel prize 2004

J.-B. Z M2 ICFP/Physique Théorique 2012 October 7, 2015
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scattering experiments of leptons off hadrons, that reveal the internal structure of the latter as made, at very

short distances, of quasi-free point-like constituents (see the second-semester lectures on QCD).

This SU(3)c gauge group is not broken, either explicitly, or spontaneously. This is essential

for the consistency of the scenario imagined to account for the quark confinement of quarks

and gluons (see Chap. 4, § 3.2.) : non singlet particles of the gauge group are supposed to

be inobservable, as bound to one another inside singlet states and being submitted to forces of

growing intensity as one attempts to pull them apart.

This “infrared slavery” (infrared = large distance) is the reciprocal of asymptotic freedom. It shows that

confinement is a strong coupling phenomenon, which is by essence non perturbative, namely inaccessible to

perturbative calculations.

A non-perturbative approach that has provided many qualitative and quantitative results is the discretiza-

tion of QCD into a lattice gauge theory. This opened the possibility to use methods borrowed from Statistical

Mechanics of lattice models, either analytical (strong coupling or high temperature calculations, mean field,

etc) or numerical (Monte-Carlo). The confinement scenario seems confirmed in that approach by the study of

the expectation value of the Wilson loop defined above (§ 5.1.2). Following the idea of Wilson and Polyakov,

for a rectangular loop C of dimensions T × R, T >> R and carrying the representation σ of the gauge group,

W (σ)(C) describes the evolution during time T of a pair of static particles (of very high mass), belonging to

representation σ, and “frozen” at a relative distance R. One wants to compute the potential between these

static charges

Vσ(R) = − lim
T→∞

1

T
log W (σ)(C) .

If the Wilson loop has an “area law”, logW (C) ∼ −κRT , the potential between static charges grows linearly

at large distance, V ∼ κR, which is accord with the idea of confinement. This is what happens in general

in a lattice gauge theory at strong coupling, see the Problem at the end of this chapter. The Monte-Carlo

computations confirm that this behavior persists at weak couplings, which are relevant for making contact with

the continuous theory (the coupling of the lattice theory must be thought of as the effective coupling at the

scale of the lattice spacing a, thus, according to asymptotic freedom, g2
0 = g2(Λ = 1/a) → 0). These Monte

Carlo computations allow to determine numerically the coefficient κ in V , or string tension.

QCD is still a very active research field. Strong interactions are indeed ubiquitous in particle

physics and the observation of any other interaction, of any other effect, assumes a knowledge as

precise as possible of the strong contribution. In the analyis of LHC data, precise calculations of

QCD contributions are of fundamental importance: “new physics” may be identified only if the

background of the Standard Model is perfectly known. Moreover the study of hadronization of

quarks and gluons, of high energy “deep inelastic” scattering and of other hadronic phenomena

remains a very hot subject and a crucial point where experiment confronts theory.

5.3.2 The electro-weak sector, a sketch

The gauge theory based on the group SU(2) × U(1) describes the electro-weak interactions

(Glashow–Salam–Weinberg model8). Generators of these groups SU(2) and U(1) are referred

to as weak isopin and weak hypercharge. We present only the main lines of that construction,

without explaining the details nor the reasons that led to choices of groups, of representations

etc.

8S. Glashow, A. Salam, S. Weinberg, Nobel prize 1979
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Call Aaµ, W i
µ and Bµ the gauge fields of SU(3), SU(2) and U(1) respectively. The left-handed,

ψL := 1
2
(1− γ5)ψ, and right-handed, ψR := 1

2
(1 + γ5)ψ, quarks and leptons are coupled to fields

Wµ and Bµ in a different way. One writes the covariant derivative of one of these fields as

Dµψ = (∂µ − g3A
a
µTa − g2W

j
µtj − i

g1

2
yBµ)ψ (5.34)

where Ta, resp. tj denote the infinitesimal anti-Hermitian generators of SU(3) and SU(2) in

the representation of ψ; the representations assigned to each field, either lepton or quark, left

or right, are the triplet representation of SU(3)c for quarks and the trivial one for leptons, of

course, and for the electroweak part, are given in Table 1.

A remarkable consequence of the use of SU(2) as a symmetry group of weak interactions

is that, beside the two charged currents J1,2
µ (or J±µ ) of Fermi theory, a third component J3

µ

appears. This neutral current, which is not the electromagnetic current and which is coupled

to the gauge field W 3
µ , is necessarily present and contributes for example to the e−νµ → e−νµ

scattering which is forbidden in Fermi theory. The experimental discovery of these neutral

currents (1973)9 was the first confirmation of the validity of the Standard Model.

Quarks & Leptons (νeL, eL) νeR eR (uL, dL) uR dR

Weak isospin tz (1
2
,−1

2
) 0 0 (1

2
,−1

2
) 0 0

Weak hypercharge y (−1,−1) 0 −2 (1
3
, 1

3
) 4

3
−2

3

Electric charge Q = 1
2
y + tz (0,−1) 0 −1 (2

3
,−1

3
) 2

3
−1

3

Table 1. Weak quantum numbers of leptons νe and e and of quarks u, d.

Things repeat themselves identically in the next generations.

The group U(1)em of electromagnetism will now be identified thanks to the charges of the

fields. There is a “mixing” of the initial U(1) factor and of a U(1) subgroup of SU(2). This

mixing is characterized by an angle θW , called Weinberg angle: if the U(1) and SU(2) gauge fields

are denoted Bµ and Wµ respectively, the electromagnetic field is Aemµ = cos θWBµ + sin θWW
3
µ ,

while the orthogonal combination corresponds to another neutral vector field called Z0.
Let us examine the “neutral current” terms that couple for example the electron and its neutrino to neutral

boson vectors W 3 and B. They are read off the covariant derivatives (5.34) with quantum numbers of Table 1

1

2
i
[
ēL(−g2W

3
µ − g1Bµ)γµeL + ēR(−2g1Bµ)γµeR + ν̄e(g2W

3
µ − g1Bµ)γµνe

]
The rotation W 3 = cos θWZ

0 + sin θWA, B = − sin θWZ
0 + cos θWA must be such that the electric charge e

(coupling to A) is the same for eL and eR and zero for νe. One finds

2e = g2 sin θW + g1 cos θW = 2g1 cos θW et g2 sin θW − g1 cos θW = 0

which are indeed compatible and give

tan θW =
g1

g2
e = g1 cos θW = g2 sin θW . (5.35)

The result of this calculation does not of course depend on the representation in which it is carried. At this

stage we have just made a change of parameters, (g1, g2) 7→ (e, θW ) but the latter are physically observable.

9The history of that discovery may be read in http://cerncourier.com/cws/article/cern/29168
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The Lagrangian contains also a coupling to a boson field of spin 0, assumed to be a complex

doublet of SU(2): Φ =

(
φ+

φ0

)
, of weak isospin 1

2
and weak hypercharge y = +1, and thus

DµΦ = (∂µ − ig2W
i
µ
τi
2
− i

2
g1Bµ)Φ. The field Φ is endowed with a potential V (Φ) with a

“mexican hat” shape, which is responsible of the spontaneous breaking of SU(2) × U(1) into

U(1)em, and hence of the generation of the masses of vector fields according to the mechanism

described in § 5.2.2, and also of those of fermions. This field (2 complex components, hence 4

Hermitian ones) has three of its components that disappear, traded for longitudinal modes of

massive gauge fields. Only one of these four components remains, and it is the Higgs boson that

this ϕ component creates that has been discovered in 2012 in the ATLAS and CMS experiments

at LHC. In parallel, three of the four gauge fields, the W± and the Z0, become massive, whereas

the fourth, the electromagnetic field A remains massless.
The symmetry breaking of SU(2) × U(1) by the field Φ occurs in a direction that preserves U(1)em. (Or

more exactly the direction of that breaking determines what is called U(1)em.) One writes, by generalizing

(5.30) to the SU(2) group of generators i τ
j

2 (τ j = Pauli matrices)

Φ(x) = eiξj(x) τ
j

2v

(
0

v+ϕ(x)√
2

)
,

which is accompanied by a gauge transformation, which causes the fields ξj to disappear and gives the fields W

and B the quadratic mass terms

L(2) =
1

8
v2[(g1B − g2W

3)2 + g2
2((W 1)2 + (W 2)2)]

As expected the component Z0 = (g1B − g2W
3)/
√

g2
1 + g2

2 becomes massive, and so do W 1,2, whereas the

orthogonal combination A = (g2B + g1W
3)/
√

g2
1 + g2

2 remains massless. One finds

MW± =
1

2
vg2 MZ0 =

1

2
v
√

g2
1 + g2

2 (5.36)

and using (5.35), the relation G√
2

=
g2
2

8M2
W

read off the Lagrangian and the experimental values of e and of

G = 10−5m2
p, one computes

MW± ≈
38

sin θW
GeV MZ0 =

MW

cos θW
≈ 38

sin θW cos θW
GeV .

These expressions then undergo small perturbative corrections. Lastly the mass of the famous Higgs boson ϕ

is not predicted by the theory. Successive experiments have excluded wider and wider regions, leaving for the

possible values of the mass more and more narrow ”windows”, from the range 100–200 GeV down to a window

between 120 and 130 GeV. The results of summer 2012 have identified a particle of mass 125.9 ± 0.4 GeV.

Further experiments have confirmed that this particle qualifies as the Higgs boson –as for spin, decay modes,

etc. See the second-semester lectures by P. Binétruy and P. Fayet for more details.

The “intermediate bosons” associated with the massive vector fields W± and Z0 have been

discovered experimentally at the end of the seventies10; their masses MW± = 80.4 GeV and

MZ0 = 91.2 GeV are compatible with the following value of the Weinberg angle

sin2 θW ≈ 0.23 , (5.37)

which is also compatible with all the other experimental results.

10Carlo Rubbia and Simon van der Meer, Nobel prize 1984
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To summarize, the Lagrangian that describes all interactions but gravitation has a remark-

ably simple and compact form

L = −1

4
FµνF

µν +
∑

left and right
quarks & leptons

ψ̄γµDµψ+ |DΦ|2−V (Φ) + Higgs− fermions couplings , (5.38)

where Fµν denote the gauge field tensors of A, W and B. Note that the SU(2)×U(1) invariance

forbids couplings between left and right fermions (which transform under different representa-

tions), and thus forbids fermionic mass terms. The only mass scale lies in V (Φ), and it is the

Higgs mechanism and the coupling of Φ to fermions –leptons and quarks– which give rise to

the masses of fermions and of (some of) vector bosons. This coupling, called after Yukawa, has

the general form (written here for quarks),

LY = −Y d
ij ψ̄Li.Φ dRj − Y u

ij ψ̄Li.Φ̃
†uRj + h.c. , (5.39)

with a priori arbitrary matrices Y d
ij , Y

u
ij : i, j = 1, 2, 3 are generation indices, the dot denotes

the scalar product of isospin doublets Φ and Φ̃† =

(
φ0†

−φ+†

)
with quark doublets

ψLi =

(
ui

di

)
L

=

((
u

d

)
L

,

(
c

s

)
L

,

(
t

b

)
L

)
.

Couplings of the same type appear between leptons and scalar fields.

The vev v/
√

2 of φ0 then gives rise to a “mass matrix”. A complication of the theory

described by (5.38) is that the diagonalization of that quark mass matrix involves a unitary

rotation of (uL, cL, tL) and of (dL, sL, bL) with respect to the basis coupled to gauge fields in

(5.38) : if (uL, cL, tL) and (dL, sL, bL) now stand for the mass eigenstates, the charged hadronic

current coupled to the field W+ is

Jµ = (ūc̄t̄)LγµM

ds
b


L

(5.40)

with M the unitary Cabibbo-Kobayashi-Maskawa matrix11. This mechanism generalizes to 3

generations the mixing with the Cabibbo angle encountered in Chap. 4, (equ. (4.35)) in the

case of 2 generations. The matrix M is written as

M =

Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

 =

 c12c13 s12c13 s13e
−iδ

−s12c23 − c12s23s13e
iδ c12c23 − s12s23s13e

iδ s23c13

s12s23 − c12c23s13e
iδ −c12s23 − s12c23s13e

iδ c23c13


with 4 angles δ and θij, (cij = cos θij and sij = sin θij), and θ12 = θC = Cabibbo angle.

Experimentally, 0 � θ13 � θ23 � θ12 � π/2 . The accurate measure of the matrix elements

of M is presently the object of an intense experimental activity, in connection with the study

11M. Kobayashi, T. Maskawa, Nobel prize 2008, with Y. Nambu
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of violations of the CP symmetry (due to a large extent to the phase eiδ) and of “flavor

oscillations”.

For a much more comprehensive discussion of details and achievments of the standard model,

see the courses of the 2nd semester.

5.4 Complements

5.4.1 Standard Model and beyond

The Standard Model is both remarkably well verified and not very satisfactory. Beside massive

neutrinos, whose existence is now beyond any doubt, and which require little amendments

to the Lagrangian (5.38), no significative disagreement has been found to this day between

experimental results and predictions of the model. Still, the non satisfactory aspects of the

standard model are numerous: the excessively large number (about twenty) of free parameters

in the model, the lack of “naturalness” in the way certain terms have to be tuned in a very fine

way; the question of the B-E-H mechanism which seems to have been confirmed by the discovery

of the Higgs boson at LHC, but that many physicists still regard as an ad hoc construction;

etc.

Attempts at improving the standard model by fusing the three gauge groups within a larger

group, in a “grand-unified” (GUT) theory should be mentionned. The next susbsection is

devoted to that issue.

The currently most popular extensions of the standard model are those based on super-

symmetry. The “MSSM”, (“Maximally Supersymmetric (extension of the) Standard Model”),

or the “NMSSM” (“Next-to . . . ”), resolve the hierarchy problem, predict a convergence of

electro-weak and strong couplings at high energy (see next subsection) and also the existence

of supersymmetric partners for all known particles. On that issue too, results from LHC might

confirm or infirm different scenarii.

5.4.2 Grand-unified theories or GUTs

An empirical observation is that the three coupling constants g1, g2, g3, starting from their value experimentally

values measured at current energies, seem to converge under the renormalization group flow to a common value

at some energy of the order of 1015 or 16GeV. This was a very strong incentive towards a grand-unification, see

Fig. 5.2. The resulting grand-unified theory should not only be a gauge theory with a single coupling if the

unification group G is simple, but also be capable of predicting the matter field and particle content according

to the representations of SU(3)× SU(2)× U(1) from some representations of the group G. For various reasons,

the group SU(5) turns out to be the best candidate. This GUT possesses dim SU(5)= 24 gauge fields.

The main reason of that choice of SU(5) comes from the number of chiral fermions per generation. Each

generation of the standard model contains two quark flavors coming each in 3 colors, plus one lepton, and

each of these 6+1 fields may have two chiralities, plus a neutrino assumed to be massless and chiral. In total

there are 15 chiral fermions per generation. (Remember that the antiparticle of a right fermion is left-handed:

it is thus sufficient to consider left fermions.) One thus seeks a simple group G possessing a representation

(reducible or irreducible) of dimension 15, that may accomodate all left-handed fermions of each generation.
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mass scale
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Figure 5.2: Schematic evolutions of the three effective couplings of the standard model and of that

of a grand-unified theory

The only candidate is finally the group SU(5) which has representations of dimension 15 : the symmetric tensor

representation, and representations sums of 5 (or 5̄) and 10 (or 10).

The group SU(5) of unitary 5× 5 matrices contains a SU(3) subgroup (3× 3 submatrices of the upper left

corner, say) and a SU(2) subgroup (2×2 blocks of the lower right corner), which give the corresponding genera-

tors of SU(3)×SU(2) ; the U(1) subgroup is generated by the diagonal traceless matrix diag (− 1
3 ,−

1
3 ,−

1
3 ,

1
2 ,

1
2 ).

It is clear that these three subgroups commute with one another.

One must then decompose all fields (in representations 5, 10, 15 and 24) into representations of SU(3) ×
SU(2). This exercise shows that representation 15 must be discarded and that the reducible representation

5̄⊕10 is the appropriate one for fermion fields: the 5̄ decomposes into representations (3̄, 1)⊕(1, 2) and contains

antiquarks d̄L and left leptons e−L and νe ; the 10 decomposes into (1, 1)⊕(3, 2)⊕(3̄, 1) containing the left lepton

e+
L , singlet of SU(2) and of SU(3), the two left quarks uL, dL which form a doublet of SU(2) and the antiquarks

ūL.

Likewise, the 24 gauge fields include the 8 gluon fields, the 3+1 vectors of the electroweak sector, plus 12

supplementary fields, which acquire a very large mass at the expected breakdown of SU(5)→ SU(3)× SU(2)×
U(1).

The breakdown SU(5)→ SU(3)×SU(2)×U(1) should take place at a grand-unification energy of the order

of 1015 or 1016 GeV, an energy where couplings g3, g2, g1 of SU(3), SU(2) and U(1) seem to converge (Fig.

5.2). The infinitesimal generators being now rigidly bound within the simple group SU(5), one may relate the

couplings to the U(1) and SU(2) gauge fields and predict the Weinberg angle: one finds sin2 θ = 3
8 , . . . but this

calculation applies to the unification energy ! The angle is renormalized between that energy and energies of

current experiments.

A striking consequence of the quarks–leptons unification within SU(5) multiplets is a violation of separate

conservations of lepton and baryon numbers (alias leptonic and baryonic charges. In particular the existence

of interaction terms, for example Xρ(d̄γρe
+ + ūcγρu), with one of the new gauge fields (the

matrices of the generators have been omitted), allows proton decay p = d uu → dd̄e+ = π0e+,

and by other channels as well. The decay rate must be carefully computed to see if it is

consistent with experimental data on proton lifetime (present bound 1032±1 years), . . . which is

not the case !
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One should also show to which representation the Higgs boson fields belong to permit a

two-step breaking SU(5) → SU(3) × SU(2) × U(1) → SU(3) × U(1) at two very different

scales. . .

Finally, the SU(5) GUT

• incorporates by construction the structure of fermion generations;

• puts leptons and quarks in the same representation and explains the commensurability

of their electric charges and the cancellation of anomalies (see discussion below);

• reduces the number of parameters in the standard model and predicts the value of the

Weinberg angle (at the unification scale);

but

• does not explain the why of the three observed generations;

• does not elucidate the question of “naturalness” (just evoked above), nor the related issue

of “hierarchy” (why is the ratio MGUT/MW so large?) ;

• last but not least, fatal disease, predicts effects such as the proton decay at rates seemingly

inconsistent with observation.

This is the latter point that led to abandon this unification scheme and to favor supersym-

metric routes to unification.

5.4.3 Anomalies

We mentioned in Chap. 4 the existence of chiral anomalies, that affect the axial current J
(5)
µ of the classical

U(1) symmetry. In the gauge theory of the Standard Model, the electroweak gauge fields are coupled differently

to left-handed and right-handed fermions, more precisely, they are coupled to axial currents, see the Lagrangian

L = iψ̄(/∂ − /A)
(1− γ5)

2
ψ

which contains a term AµaJµa with Jµa = ψ̄Ta
(1−γ5)

2 ψ. Classically that current Jµa should have a vanishing

covariant derivative (in the adjoint representation) if the fermions are massless. One may again compute the

(covariant) divergence of that current to the one-loop order, and one finds that

DµJ
µ =

i

24π2
∂µε

µνρσtrTa(Aν∂ρAσ +
1

2
AνAρAσ) .

Curiously the right hand side is not gauge invariant, but its forms is not arbitrary and is dictated by geometric

considerations (“descent equations”) that are beyond the scope of the present discussion. The anomaly of

this “non-singlet” current (i.e. carrying a non-trivial representation of the gauge group) thus breaks gauge

invariance. As such, it jeopardizes all the consistency, renormalisability and unitarity, of the theory. One

conceives that controlling this anomaly is crucial for the construction of a physically sensible theory.

Then one observes that the “group theoretical coefficient” of the anomaly is proportional to

dabc = tr (Ta{Tb, Tc})

where {Tb, Tc} is the anticommutator of infinitesimal generators, see Exercise B.3.

In practice one ensures the anomaly cancellation in two cases:
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• a) Suppose that the fermions all belong to real or pseudoreal representations. One recalls (see Chap 2)

that this refers to situations where the representation is (unitarily) equivalent to its complex conjugate

representation, T ∗a = CTaC
−1. In unitary representations the Ta are antihermitian, Ta = −T †a = −TT ∗a .

One then verifies (see Exercise B.3) that the group theoretical factor dabc = −dabc = 0 vanishes and so

does the anomaly. Thus (4-dimensional) theories with gauge group SU(2) (in which all representations

are real or pseudoreal) have no anomaly.

• b) Another situation is that there is cancellation of anomalies coming from different fermion represen-

tations. This is what takes place in the standard model. According to the argument of a), there is no

anomaly associated with the weak isospin currents, coupled to an SU(2) gauge field. But there may a

priori be some with weak hypercharge currents (U(1) group), as well as mixed anomalies, for example

one U(1) current and two SU(2) etc. One must thus check that for all choices of three generators labelled

by a, b, c, the constant dabc vanishes when one sums over all fermion representations. Finally one shows

that it reduces to the vanishing of tr (t23Q) for each generation, which is indeed satisfied in the Standard

Model. This is also what happens for the SU(5) theory discussed in the previous section: one shows that

for each generation, contributions of representations 5̄ and 10 cancel one another.

?

Further references for Chapter 5

On geometric aspects of gauge theory and an introduction to the theory of fiber bundles, see

for example M. Daniel and C. Viallet, The geometric setting of gauge theories of the Yang-Mills

type, Rev. Mod. Phys. 52 (1980) 175-197.

On gauge theories, Yang-Mills, the standard model, etc, one may consult any book of

quantum field theory posterior to 1975, for example [IZ], [PS], [Wf], [Z-J].

On group theoretical aspects of gauge theories, voir L. O’Raifeartaigh, op. cit..

A very good review of grand-unification is given in Introduction to unified theories of weak,

electromagnetic and strong interactions - SU(5), A. Billoire and A. Morel, rapport Saclay DPh-

T/80/068 (available on the ICFP Master website).

For a detailed review of the Standard Model and a compilation of all known properties of

elementary particles, see The Review of Particle Physics, on

http://pdg.lbl.gov/ already cited in Chap. 4.
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Exercises and Problems for chapter 5

A. Non abelian gauge field

1. Complete the proofs of (5.21) and (5.22).

2. Let A be a non abelian gauge field and F its field tensor. Show that the covariant derivative of F is such

that

D b
µaFνρbt

a = [Dµ, Fνρ] = ∂µFνρ − [Aµ, Fνρ] .

Prove the identity

[Dµ, Fνρ] + [Dν , Fρµ] + [Dρ, Fµν ] = 0 .

Recall what is the abelian version of that identity and its interpretation. [Cas abélien : la 2-forme 1
2Fµνdx

µ∧dxν

est fermée, ce qui est équivalent aux équ de Maxwell div B = 0, rotE + ∂B/∂t = 0]

3. Consider the operator /D = /∂ − /A acting on Dirac fermions in a representation R. One wants to compute /D2.

Writing DµDνγ
µγν = 1

2DµDν{γµ, γν}+ 1
2 [Dµ, Dν ]γµγν , show that one may write /D2 as a sum of D2 = DµD

µ

and of a term of the form aFµνσ
µν , where σµν = i

2 [γµ, γν ]. Compute a.

B. Group theoretical factors. . .

1. Casimir operators

Let G be a simple compact Lie group of dimension d, R one of its representations, that one may assume

irreducible and unitary. Let ta be a basis of the Lie algebra g of G, Ta its representatives in representation R.

The ta and Ta are chosen antihermitian. One then considers the bilinear form on the Lie algebra defined by

(X,Y )(R) = tr (TaTb)x
ayb

if X = xata and Y = ybtb ∈ g (with summation over repeated indices).

a) Prove that this form is invariant in the sense that

∀Z ∈ g ([X,Z], Y )(R) + (X, [Y, Z])(R) = 0 .

[this is a consequence of the cyclicity of the trace]

One recalls that any invariant bilinear form on a simple Lie algebra is a multiple of the Killing form.

b) Prove that one may choose a basis of ta and hence of Ta such that

tr (TaTb) = −TRδab (E.41)

with TR a coefficient that depends on the representation. [The Killing form is symmetric and < 0 definite,

(g simple and compact), hence one may, by a real orthogonal transformation, choose a basis such that

(ta, tb) = −κδab, κ > 0 arbitrary. But (Ta, Tb)
(R) is a bilinear invariant form on the algebra (question a),

hence one may apply the theorem recalled above and conclude that tr (TaTb) = −TRδab.]

c) What is the sign of TR ? [The matrices T are antiHermitian (and remain so after the real change of

basis) hence TR > 0.]

d) Consider then the quadratic Casimir operator

C
(R)
2 = −

∑
α

(Ta)2 .

On how many values of a does one sum in that expression? [sum over all generators, hence d = dim g. ]

e) Recall why C
(R)
2 is a multiple of the identity in the representation space of R

C
(R)
2 = c2(R) I . (E.42)

[C
(R)
2 commutes with all generators of g in the irrep R hence (Schur lemma) it is a multiple of the

identity.]
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f) Why are the assumptions of simplicity of G and of irreductibility of R important for that result? [If R is

not irreductible, it is completely reductible (since unitary) and C
(R)
2 is a multiple of the identity in each

invariant subspace. (If G is not a simple Lie group but is semi-simple, g = ⊕gi and the normalization of

the generators is independent in each subalgebra gi. The quadratic Casimir operator is no longer unique

up to a factor.)]

g) What is the sign of c2(R) ? Justify. [Taking the trace of the relation (E.42), we have tr C
(R)
2 =

c2(R) dimR = −tr
∑
a T

2
a = tr

∑
a TaT

†
a > 0 hence c2(R) > 0.]

h) Show that TR is related to the value c2(R) of the quadratic Casimir operator. For that purpose, one may

compute in two different ways the quantity

tr
∑
a

(Ta)2 .

[Take the trace of relation (E.42), tr
∑
a T

2
a = −TR dimG = −trC

(R)
2 = −c2(R) dimR hence TR =

c2(R) dimR/dimG.]

i) To what does this relation boil down for the adjoint representation adjoint of G ? [dim adj = dimG

hence T (adj) = c2(adj). ]

j) Normalize the (antihermitian) generators of SU(N) in such a way that in the defining representation,

trTaTb = − 1
2δab, thus Tf = 1

2 . Is this verified by infinitesimal generators iσa2 of SU(2) ? What is then the

value of c2 in that defining representation? [The defining representation is the fundamental representation

f of dimension N (which defines the group SU(N) of N ×N unitary unimodular matrices). If Tf = 1
2 ,

dim(f) = N , and c2(f) = N2−1
2N ]

2. Computation of traces and of Casimir operators in representations of SU(N)

a) Show that the expression (3.50) of Chap. 3, c2(Λ) = 1
2 〈Λ,Λ + 2ρ 〉, may be rewritten as c2(Λ) =

1
2 (〈Λ + ρ,Λ + ρ 〉 − 〈 ρ, ρ 〉 〉), thus for SU(N), using expressions (3.48) and (3.61) of the same chapter

c2(Λ) =
1

2N

N−1∑
i=1

[(λi + 1)2 − 1]i(N − i) + 2

N−1∑
j=i+1

[(λi + 1)(λj + 1)− 1]i(N − j)

 .

[an easy computation making use of ρ =
∑

Λi and 〈Λi,Λj〉 = i(N−j)
N if i ≤ j. ]

b) Compute that expression for the defining representation. Does the result agree with that found in

question 1.j) above? [The defining representation has for highest weight Λ = Λ1, the first fundamental

weight. Taking λi = δi1 in the previous formula, we get c2(f) = 1
2N

(
3(N − 1) + 2

∑N−1
j=2 (N − j)

)
=

· · · = (N2 − 1)/2N , in agreement with 1.j). ]

c) Recall why the highest weight of the adjoint representation is the highest root (denoted θ in Appendix F

of Chap 3). Is the expression θ = Λ1 +ΛN−1 in accord with what is known on the adjoint representation?

[θ is a dominant weight, it is thus the highest weight of an irrep, the dimension of which may be computed

by formula (3.20) ; one finds dim = N2−1, in accord with the fact that this is the adjoint representation.

θ = Λ1 + ΛN−1 reflects the fact that the adjoint is generated by traceless tensors of f ⊗ f̄ , see end of §
4.2 in chap 3.]

d) Calculate the value of c2(Λ) for the adjoint representation. [With θ = Λ1 +ΛN−1, the formula in a) gives

c2(θ) =
1

2N

3(N − 1)× 2 + 2
∑
j=2

(2− 1)(N − j) + 2

N−2∑
i=2

(2− 1)i+ 2× 3

 = 2N2/2N = N

where we displayed explicitly the diagonal terms i = 1 ou N − 1, then the terms i = 1, j = 2, · · · , N − 2,

the terms i = 2, · · · , N − 2, j = N − 1, and finally the term i = 1, j = N − 1. ]

J.-B. Z M2 ICFP/Physique Théorique 2012 October 7, 2015



Exercises and Problems for chapter 5 179

e) Check this value for SU(2) by a direct calculation of c2(adj). [For SU(2), we do have
∑
εacdεbcd = 2δab,

c2(adj) = 2.]

f) What is the value of Tadj in SU(N), that follows as a consequence of question 1.i) ? [Tadj = N .]

3. Anomaly coefficients

We keep the same notations and conventions as above.

a) In the computation of some Feynman diagrams in a gauge theory of groupG, one encounters the coefficient

dαβγ = tr (Tα(TβTγ + TγTβ)) .

Show that dαβγ is completely symmetric in its three indices. [By explicit symmetry in β and γ and

cyclicity of the trace.]

b) We recall that a representation is said to be real or pseudoreal if it is (unitarily) equivalent to its complex

conjugate, hence if in a basis where the Tα are antihermitian, one may find a unitary matrix U such that

the complex conjugate of each Tα verifies

(Tα)∗ = UTαU
−1 .

Show that if that condition is satisfied, dαβγ vanishes identically. That condition is important to en-

sure the consistency of gauge theory, this is the condition of anomaly cancellation. [We have dαβγ =

−tr
(
T †α(T †βT

†
γ + T †γT

†
β)
)

= −tr
(
TTα (TTβ T

T
γ + TTγ T

T
β )
)∗

= −d∗αβγ and if (Tα)∗ = UTαU
−1, dαβγ = d∗αβγ ,

hence dαβγ = 0. ]

c) Is the spin 1
2 representation of SU(2) real or pseudoreal ? That of spin j ? Justify your answer. [The

spin 1
2 representation is pseudoreal. That of spin j is iff j is half-integer.]

d) Give two examples of (non necessarily irreducible) non trivial representations of SU(3) that are real or

pseudoreal, and two that are not. [The representations 3 and 3̄ are not real, neither are 10 and 10 ;

representations 3⊕ 3̄ ou 8 are real or pseudoreal. ]

e) What is the coefficient d for the U(1) group and a representation of charge q ? [The (Hermitian) generator

in the charge q representation equals qI, hence d = 2q3. ]

C. Spontaneous breaking in an SU(2) gauge theory

Consider an SU(2) gauge theory coupled to a boson field ~Φ of spin 1, considered as a vector of dimension 3.

The potential of that field is denoted V (~Φ2).

1. Write the Lagrangian and the gauge transformations of the fields ~Aµ and ~Φ.

2. We suppose that the symmetry is spontaneously broken: the field Φ acquires a vev v along some direction,

say 3 : 〈 ~Φ 〉 =

0

0

v

. What is the residual group of symmetry? What will be the effect of the field Aµ ? Give

a description of the fields and physical particles after symmetry breaking.

Problem I. Lattice gauge theory

In the following, G denotes a compact Lie group, χ(ρ) the character of its irreducible unitary representation ρ.

1. Show that the orthogonality relations of D(ρ) imply the following formulas:∫
G

dµ(g)

v(G)
χ(ρ)(g.g1.g

−1.g2) =
1

nρ
χ(ρ)(g1)χ(ρ)(g2) , (E.43)
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and ∫
G

dµ(g)

v(G)
χ(ρ)(g.g1)χ(σ)(g−1.g2) =

δρ,σ
nρ

χ(ρ)(g1.g2) . (E.44)

Recall why a representation of G may always be regarded as unitary and show that then

χ(ρ)(g−1) = χ(ρ̄)(g) = (χ(ρ)(g))∗ , (E.45)

where ρ̄ is the complex conjugate representation of ρ.

We make a frequent use of these three relations in the following.

2. Let χ be the character of a real representation r (not necessarily irreducible) of G, β a real parameter.

a) Show that one may expand expβχ(g) on characters of irreducible representations of G according to

eβχ(g) =
∑
ρ

nρbρχ
(ρ)(g) ,

with functions bρ(β).

Express the function bρ(β) in terms of a group integral.

Using (E.45), show that the functions bρ(β) are real, bρ(β) = (bρ(β))∗ = bρ̄(β).

b) Show that bρ is non vanishing provided representation ρ appears in some tensor power r⊗n.

c) For G = SU(2) and r = (j = 1
2 ), the representation of spin 1

2 , is condition b) satisfied for any ρ ? Why ?

If r = (j = 1), what are the representations for which bρ is a priori zero ?

d) For G =SU(3) and χ = χ(3) + χ(3̄) , show that bρ is non zero for all ρ.

For β → 0, what is the leading behaviour of ba(β) when β → 0 if a denotes the adjoint representation of

SU(3) ? More generally what is the leading behaviour of bρ(β) where ρ is the representation of highest weight

Λ = (λ1, λ2) ?

3. One defines a model of statistical mechanics in d dimensions in the following way. On a hypercubic

lattice of dimension d and of lattice spacing a, the degrees of freedom are attached to links (edges) between

neighbouring sites and take their value in the compact group G. With each oriented link ` = ~ij one associates

the element of G denoted g` = gij , with −` = ~ji, one associates gji = g−1
` . With each elementary square (alias

“plaquette”) p = ijkl, one associates the product of the link elements :

gp = gij .gjk.gkl.gli

and the “energy” of a configuration of these variables is given by

E = −
∑

plaquettes p

χ(gp) (E.46)

where χ is, like in question 2, the character of some real representation r of the group. The Boltzmann weight

is thus

e−βE =
∏
p

eβχ(gp) , β =
1

kT

and the partition function reads

Z =
∏

links `

∫
G

dµ(g`)

v(G)

∏
plaquettes

eβχ(gp) . (E.47)

a) Show that the energy E is invariant by redefinition of gij as gij 7→ gi.gij .g
−1
j , where gi ∈ G, (this is a local

invariance, the analogue in that discrete formalism of the gauge invariance studied in this chapter), and that E

does not depend on the orientation of plaquettes.

b) One wants to understand the relation with the formalism of § 5.1. The degrees of freedom gij represent the

path-variables defined in (5.20), gij = g(j, i) along the edge from i to site j

gij ≡ P exp

∫
l=~ij

Aµdx
µ
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C

L

L 2

1

Figure 5.3: Square lattice in 2 d

• For a small lattice spacing a, show, by using for example the BCH formula and by expanding to the first

non vanishing order that

gp = exp
(
a2Fµν + o(a2)

)
where µ and ν denote the directions of the edges of plaquette p. (One is here interested in an Euclidean

version of gauge theory, and position of indices µ, ν is irrelevant.) Show then that the energy Ep (E.46)

reads

Ep ∼ const. a4(Fµν)2 + const.′

where the first constant will be determined as a function of the representation r chosen for χ.

• Explain why the parameter β identifies (up to a factor) with the inverse of coupling g2 in the continuous

gauge theory. In fact this is rather the “bare” (or unrenormalized) coupling constant, why ?

One first restricts oneself for simplicity to d = 2 dimensions. For a finite lattice of N plaquettes, for example

a rectangle of size L1 × L2 (see Fig. 5.3), one wants to calculate Z. One chooses “free boundary conditions”,

in other words variables g` on the boundary of the rectangle are independent. One is also interested in the

expectation value W (σ)(C) of χ(σ)(g
C

) where g
C

is the ordered product of g` along a closed oriented curve C

for some irreducible representation σ of G

W (σ)(C) := 〈χ(σ)(g
C

) 〉 =
1

Z

∏
liens `

∫
G

dµ(gl)

v(G)
χ(σ)

(∏
`∈C

g`

)∏
p

eβχ(gp) . (E.48)

c) Using the results of question 2 show that one may expand each expβχ(gp) on characters of irreducible

representations of G according to

eβχ(gp) =
∑
ρ

nρbρ χ
(ρ)(gp) . (E.49)

d) One inserts in (E.47) or (E.48) the expansion (E.49) for each plaquette. Show that if two plaquettes share one

link `, formulas of part 1 permit an integration over the variable g` of that link and that the two representations

carried by the two adjacent plaquettes are then identical.

Using repeatedly these formulas of part 1, show that one may integrate over all variables g` and that

Z = bN1 W (σ)(C) = nσ

(
bσ
b1

)A
(E.50)

where A is the area of the curve C, i.e. the number of plaquettes it encompasses, and the index 1 refers to the

identity representation.

e) One now consider the case of dimension d = 3. Variables g` are attached to links of a cubic lattice.

Energy is again given (E.46), where the sum runs over all plaquettes of this 3-dimensional lattice. As before,

W (σ)(C) = 〈χ(σ)(g
C

) 〉 receives contributions from plaquette configurations that form a surface bounded by C.

Let us show that contributions to the Wilson loop W (σ)(C) may also come from plaquette configurations

forming a tube resting on the contour C (Fig. 5.4).
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C

Figure 5.4: A tubular configuration contributing to the Wilson loop

– Show that for such a configuration, the repeated application of formulas (E.43) and (E.44) on all variables g`

leads to the following expression

W (σ)(C)
∣∣∣
tube

=
∑
ρ

(
bρ
b1

)P ∫
G

dµ(g)

v(G)
χ(ρ)(g)χ(ρ)(g−1)χ(σ)(g) (E.51)

where P is the number of plaquettes making the tube.

– Under which condition C on representation σ of the loop C is the contribution of representation ρ to the right

hand side of (E.51) non vanishing?

– Give an example for G = SU(2) of representations σ for which this condition C is never satisfied for any ρ,

and hence these tubular configurations do not contribute.

– Inversely give an example (again for SU(2)) of a possible choice of σ which satisfies it.

We admit that at high temperature, (small β), the dominant contribution to W (σ)(C) is of type (E.51) if

condition C may be satisfied, and of type (E.50) in the opposite case.

4. The evaluation of the expectation value of the Wilson loop W (σ)(C) in the limit of a large loop C which

is a rectangle R×T allows to compute the potential Vσ(R) between two static “charged” particles separated by

distance R, one carrying representation σ of the group and the other one being its antiparticle. More precisely

we admit that

Vσ(R) = − lim
T→∞

1

T
log W (σ)(C) .

Evaluate the dependence of Vσ(R) in R which follows either from (E.50), or from the contribution to (E.51) due

to representation ρ. What do you conclude on the interaction between the two particles in those two situations?

Physically, this kind of considerations gives a discrete (lattice) and simplified (2 or 3 dimensions) model

of QCD. One may repeat these calculations in higher dimension, where the above result appear as the leading

term in a small β (“high temperature”) expansion. The fact that W (σ)(C) decays like xA (x = bσ/b1 < 1 for

β small enough) for large areas is a signal of quark confinement in that theory, that is of the impossibility to

separate a pair quark-antiquark at large distance . . .

Problem II. B-E-H mechanism

I. The Georgi–Glashow model.

In an article of 1972, H. Georgi and S. Glashow proposed a model of electro-weak interactions based on the

gauge group SO(3) with a Higgs field transforming as a triplet under that group.

a) How many gauge fields does this model possess? (Answ. there are dim(SO(3))=3 gauge fields )

b) The Higgs triplet Φ = (φ+, φ0, φ−) is supposed to develop a “vev”

〈Φ〉 = v(0, 1, 0) .

What is the group H of residual symmetry? (Answ. SO(3)→ H = SO(2) which is the rotation group

of invariance of 〈Φ〉.)

c) What can we say about the mass spectrum of the theory, after the symmetry breaking SO(3)→ H ?

What is its physical interpretation? (Answ. Two vector fields become massive, those are the “inter-

mediate vector bosons” of weak interactions; one vector field remains massless, this is the gauge field

J.-B. Z M2 ICFP/Physique Théorique 2012 October 7, 2015



Exercises and Problems for chapter 5 183

of electromagnetism with gauge group SO(2)∼= U(1). A Higgs boson with a non vanishing mass also

remains. )

d) What is the major difference between this model an what is now called the standard model, as far as

the weak interactions are concerned? Can you name an experimental discovery which enabled to discard

rapidly this model? (Answ. The GG model has no neutral currents, nor neutral vector field (lie the

Z0). The experimental discovery of neutral currents (1973) and then that of the Z0 (in 1983) sealed the

fate of the GG model. )

II. Gauge group SU(n)

One now considers a gauge theory based on the group SU(n), with gauge fields coupled to a scalar field Φ.

a) What can be said about the residual group of symmetry and about the masses of vector fields when

(a) the scalar field transforms under a fundamental n-dimensional representation and 〈Φ〉 = v (0, 0, · · · , 0, 1)?

(Answ. SU(n)→ SU(n− 1), hence n2− 1− ((n− 1)2− 1) = 2n− 1 gauge fields become massive.

)

(b) the scalar field transforms under the adjoint representation and

〈Φ〉 = v diag (1, 1, · · · , 1,−n + 1)? (Answ. SU(n) → H = SU(n − 1) × U(1) which is the group

that leaves 〈Φ〉 invariant (i.e. commutes with it). Hence 2n− 2 gauge fields become massive. )

b) One then introduces a fermion field Ψ transforming also as the n-dimensional representation (or its

conjugate). Which invariant mass terms are possible for the fermions?(Answ. Terms Ψ̄Ψ =
∑
α ψ̄αψα

are invariant under U(n).)

c) Suppose that the scalar field transforms under the adjoint representation.

(a) How many independent invariant Yukawa-type couplings Ψ̄ΨΦ are possible ? (Answ. ψ transforms

as the representation f of dim n, ψ̄ as f̄ (also of dimension n), and Φ as the adjoint. But it is

known that Adj = f ⊗ f̄ − 1, only one invariant coupling is possible.)

(b) Write the possible invariant couplings between this multiplet of fermions and the scalar field.

(Answ. ψ̄iψjΦ
ij )

(c) Which additional mass terms for the fermions result from the symmetry breaking considered in

question 1. ? (Answ. v
∑n−1
i=1 ψ̄iψi − vnψ̄nψn. )

?
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action of a group on a set, 62

adjoint map, 46

adjoint representation, 77, 78, 99, 105, 116,

118, 123, 127, 136

algebra, 43

α-chain, 110

alternating group, 34

anomalies, 143

anomaly cancellation, 176, 179

asymptotic freedom, 168

axial current, 142

axial transformations, 142

Baker-Campbell-Hausdorff formula, 46

baryonic charge, 20, 140, 144, 174

beauty, 153

boost, 21

bottom quark, 153

Bratteli diagram, 101

Brout–Englert–Higgs mechanism, 167

Burgoyne’s identity, 156

Cabibbo angle, 152

Cabibbo-Kobayashi-Maskawa matrix, 172

Cartan criteria, 52

Cartan matrix, 110

Cartan subalgebra, 105

Cartan torus, 119

Casimir operator, 8, 26, 53, 63, 100, 115, 118,

121, 177

center, 33

central extension, 49, 90

centralizer, 33

chain of roots, 110

chain of weights, 116

character, 68

character, of SU(2), 93

charm, 153

Chebyshev polynomials, 93, 99

Chevalley basis, 114

chiral symmetry, 143

class function, 69, 81

Clebsch-Gordan coefficients, 16, 75

Clebsch-Gordan decomposition, 15, 73

cocycle, 85

color, 154, 168

commutant, 33

commutator in a group, 45

compact group, 21, 40

compact Lie algebra, 50

compact space, 40, 58

compact, locally, 58

completely reducible representation, 69

complex representation, 101

complexified Lie algebra, 50

confinement of color, 154, 169, 182

conformal transformation, 63

conjugacy classes, 33

conjugate representation, 70, 121

connected group, 36

connected, simply – space, 38

conservation laws, 87

contragredient representation, 70, 102

coroot, 115

coset, 34

coupling constant renormalization, 165

covariant derivative, 160, 161

covering group, 23

Coxeter exponents, 115

Coxeter group, 111

Coxeter number, 115

J.-B. Z M2 ICFP/Physique Théorique 2012 October 7, 2015



INDEX 185

cyclic group, 31

∆ resonance, 20

diffeomorphisms of the circle, 48

dimension of a group, 42

direct product of representations, 15

direct product of two groups, 36

direct sum of representations, 69

dual space, 107

Dynkin diagram, 113

Dynkin labels, 117

electrodynamics, 159

electromagnetic form factors, 148

electromagnetic mass splittings, 149, 156

enveloping algebra, 53

εµνρσ tensor, 26

equivalent representation, 68

Euler angles, 2, 13

exponential map, 45, 59

faithful representation, 67

Fermi constant, 152

Fermi Lagrangian, 152, 166

fiber bundle, 163

flavor, 153, 154

Freudenthal formulae, 119

Freudenthal–de Vries strange formula, 119

Frobenius–Schur indicator, 102

Frobenius–Weyl duality, 129

fundamental group, 38

Galilean group, 32, 40, 43

gauge invariance, 159

gauge invariant, 163

gauge symmetry, 159

Gell-Mann–Nishima relation, 144

Gell-Mann–Okubo mass formula, 149

generations, 154

Glashow–Salam–Weinberg model, 169

Goldstone theorem, 141

grand-unified theory, 173

group cohomology, 85

GUT, 173

Haar measure, 41, 60

hadrons, 19

Higgs boson, 171

highest weight, 11

homeomorphism, 38

homogeneous space, 62

homomorphism, 34

homotopy, 37

homotopy class, 37

homotopy group, 38

hypercharge, 144

hypercharge, weak, 169

ideal, 49

indecomposable representation, 69

index of a subgroup in a group, 35

infinitesimal generators, 5, 7

infrared slavery, 169

intermediate boson, 166

intertwiner, 68, 72

invariances of a quantum system, 87

invariant measure, 40, 60

invariant subgroup, 35

irreducible representation, 13, 69

ISL(2,C), 23

isospin, 19

isospin, weak, 169

isotropy group, 62

Jacobi identity, 6, 43, 51

Jacobi polynomials, 95

Kac labels, 115

kernel, 34, 35

Killing form, 51

Kobayashi-Maskawa matrix, 172

ladder operators, 110

Lagrange theorem, 35

Laplacian, 28

lattice gauge theory, 169
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Legendre polynomials and functions, 94

Lie algebra, 43

Lie algebras, dimension 3, 62

Lie bracket, 43

Lie group, 41

little group, 62

Littlewood-Richardson rules, 123

loop, 37

Lorentz group, 21

Lorentz transformation, 21

magnetic moments, 148

manifold, 58

Maschke theorem, 71

mass matrix, 172

mesons, 19, 143, 144

minimal coupling, 160

Montgomery and Zippen theorem, 42

multipolar expansion, 97

multipole moments, 97

Nambu–Goldstone bosons, 141

neighborhood, 57

Noether currents, 48, 88, 139, 141, 142, 152

non compact group, representations, 80

normal subgroup, 35

normalizer, 34

nucleons, 19

O(n) model, 48

one-parameter subgroup, 5

orbit, 62

order of a finite group, 31

orthogonality and completeness of D matrices,

78

orthogonality and completeness of characters,

79

partial wave expansion, 98

Pauli matrices, 3

Pauli-Lubanski tensor, 26

Peter–Weyl theorem, 81

π mesons, 19, 143

pions, 19

Poincaré algebra, 21

Poincaré group, 21

projective representation, 84

pseudoreal representation, 70, 101, 176, 179

pure gauge, 162

QCD, 154

quaternionic representation, 101

quaternions, 56

quotient group, 35

Racah–Speiser algorithm, 124

rank of a Lie algebra, 106

ray, 85

real representation, 70, 101, 176, 179

rearrangement lemma, 40

reducible representation, 69

representation, 67

representation, complex, 101

representation, conjugate, 70

representation, equivalent, 68

representation, faithful, 67

representation, irreducible, 13

representation, of compact Lie group, 78

representation, of finite groups, 82

representation, of Lie algebra, 76

representation, projective, 84

representation, pseudoreal, 70, 101, 176, 179

representation, quaternionic, 101

representation, real, 70, 101

representation, unitarisable, 71

representation, unitary, 71

representations of SO(1,3) and SL(2,C), 24

representations of SO(3), 12

representations of su(2) and SU(2), 9, 92

Riemann manifold, 28

Rodrigues formula, 1

root, 107

root lattice, 118

root space, 107

root, highest, 115
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root, simple, 111

rotations in R3, 1

Schur lemma, 72

semi-direct product, 23

semi-direct product of two groups, 36

semi-simple group, 35

semi-simple Lie algebra, 49

Serre relations, 114

signature in the Weyl group, 111

simple group, 35

simple Lie algebra, 49

simple Lie group, 49

simply connected space, 38

6-j symbols, 18

SL(2,R), 62

so(n) Lie algebra, 48

SO(1,3) and SL(2,C), 23

SO(2,1), 63

SO(3) group, 1

so(4) Lie algebra, 49

special Lorentz transformation, 21

spherical harmonics, 94, 95, 99

spherical coordinates, 29

spinor, 25

spontaneous symmetry breaking, 140, 167

stabilizer, 62

standard model, 168

standard Young tableau, 128

strangeness, 144

stress-energy tensor, 63

string tension, 169

structure constants, 51

SU(1,1), 62

SU(2) group, 3

su(2) Lie algebra, 7

SU(3) flavor group, 144

SU(3)c color group, 154, 168

SU(4), 153

SU(5) grand-unification, 173

symmetric group, 31, 33, 34

symplectic group, 32, 57

tangent space, 44, 58

tensor product of representations, 15, 73

tensor products in SU(2), 101

tensors, 91

tetrahedron group, 83

3-j symbols, 17

top quark, 153

topological group, 36

truth, 153

u(n), 63

unitarisable representation, 71

universal covering space, 38

V-A, 152

Vandermonde determinant, 61, 128

vector current, 142

vector transformations, 142

Virasoro algebra, 12, 48

vortex, 40

weak hypercharge, 169

weak isospin, 169

weight, 116

weight diagram of a representation, 116

weight lattice, 118

weight, dominant, 117

weight, fundamental, 117

weight, highest , 117

Weinberg angle, 170, 174

Weyl group, 111

Weyl vector, 118

Wigner D matrices, 12, 14, 93

Wigner dj matrix, 12, 14

Wigner theorem, 85

Wigner–Eckart theorem, 88, 148, 149

Wilson loop, 163, 169, 181

Witt algebra, 48

Yang–Mills, 160

Yang–Mills Lagrangian, 164
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Young diagram, 126, 128

Young tableau, 128

Yukawa coupling, 147, 172
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