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We prove that the Lässig-Wiese (LW) field theory for the freezing transition of the secondary structure
of random RNA is renormalizable to all orders in perturbation theory. The proof relies on a formulation of
the model in terms of random walks and on the use of the multilocal operator product expansion.
Renormalizability allows us to work in the simpler scheme of open polymers, and to obtain the critical
exponents at 2-loop order. It also allows us to prove some exact exponent identities, conjectured by LW.
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Together with DNA and proteins, RNA plays a key role
in biology. As such it is important to understand their
spatial conformations. While for proteins the lowest-
energy fold depends strongly on the chemical constitution,
and is only tractable numerically, the problem for RNA is
simpler, due to a clear separation in energy scale between
primary structure (the sequence), secondary structure
(pairing of bases in a fold) and tertiary structure (embed-
ding of a fold in 3D space). The homopolymer problem (all
bases identical) was solved in 1968 by de Gennes [1]. He
finds that the pairing probability of two RNA bases with
labels s and t, counted along the backbone, scales like
P �s; t� � js� tj��0 , with �0 � 3=2. Real RNA molecules,
however, consist of a sequence of four different bases, and
their optimal fold depends on this sequence. Experi-
mentally important (see, e.g., [2]) is further the observa-
tion, that pairings (s, t) and (s0, t0) are either nested (s <
s0 < t0 < t) or independent (s < t < s0 < t0), which graphi-
cally amounts to the rule to draw the sequence and the
pairings on the plane without self-intersections (planarity).
While the problem of a biological RNA sequence is best
solved numerically, for reference it is crucial to understand
the physics of (planar) pairings of a random sequence. This
was pioneered by Bundschuh and Hwa [3]. They consider a
random pairing model with partition function (� �
1=kBT)

 Z� �
X
�

exp
�
��

X
1�s<t�L

��s; t���s; t�
�
; (1)

which is defined as a sum over all planar pairings �, such
that ��s; t� � 1 if (s, t) is a Watson-Crick pair, and 0
otherwise. The pair energy ��s; t� is considered as a
quenched Gaussian disorder variable ��s; t�, with

 ��s; t� � f; ��s; t���u;v�� f2 ��2��s� u���t�v�:

This is an additional approximation from the model of a
random sequence [4]. A key feature of the above model is a
continuous freezing transition between a weak-disorder
phase, at large scales undistinguishable from the homo-
polymer case, and a strong-disorder glass phase with non-
trivial scaling, and of possible biological relevance since

the conformation and properties of RNA depends on the
sequence disorder, i.e., on the primary structure. This glass
phase appears in the solution of [3] for (1) for the n � 2
replica case (instead of n � 0 relevant for the disordered
case) and in numerical studies at strong disorder [3,5].
Although the initial model [3] is simple, RNA with strong
disorder is highly nontrivial and quite difficult to study,
making it a challenging problem.

In [6] Lässig and Wiese (LW) pioneered a field-
theoretical approach for the transition to the glass phase.
They showed their model to be renormalizable at first order
in perturbation theory and calculated the critical expo-
nents. Using a locking argument (see below), the scaling
exponents for random RNA in the strong-disorder phase
were derived, in good agreement with numerics [3,5].

It is important to understand if this approach is consis-
tent, and if the estimates of [6] for the scaling exponents
are reliable. Using a formulation of the LW model in terms
of interacting random walks in d � 3 dimensions, and field
theory tools developed for membranes [7,8] we show that
the LW model is renormalizable to all orders. We also
derive new scaling relations between exponents, and cal-
culate critical exponents at second order.

The field theory of LW is defined through perturbation
theory in the disorder strength g0 � �2. One introduces n
replicas, labeled by � � 1; . . . ; n. Without disorder (� �
0) the replicas are not coupled and the expectation value of
a product of N contact operators ���si; ti� can be com-
puted exactly. It describes the constrained configuration
with N fixed pairings (si, ti) (i � 1; . . . ; N), i.e., N � 1
subrings of backbone length ‘0; . . . ; ‘N (with L �
‘0 � � � � � ‘N). As discussed above, this expectation value
is

 h���s1; t1� � � ����sN; tN�i0 � ‘��0
0 ‘��0

1 � � � ‘��0
N ; (2)

with �0 �
3
2 if the (s, t)’s form a planar pairing, and 0

otherwise. Since we are working with RNA strands of fixed
length L, we are free to normalize the partition function of
a single strand as Z�n�1�

0 � h1i0 � L��0 .
The average over the disorder � generates an attractive

interaction between each pair of replicas,
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 H i � �g0

X
�<�

ZZ
1�s<t�L

����s; t�; (3)

with coupling g0 / �
2 and the overlap operator

 ����s; t� � ���s; t����s; t�: (4)

The quenched disorder average is obtained for n! 0. The
averaged free energy �F for a single strand is

 

�F��logZ	�
 � lim
n!0
�
@
@n
Zn; Zn � he�H ii0: (5)

Similarly, the average �A of an observable A is the n! 0
limit of the average in the interacting theory. It is calcu-
lated as a perturbative series in the disorder strength g0,
and suffers from short-distance UV divergences. Taking �0

as a regularization parameter, �0 � 3=2, LW show that
these UV divergences are poles in � � 2�0 � 2 at � � 0
and that the theory is 1-loop renormalizable at � � 0 (�0 �
1). An UV-finite renormalized theory is defined through a
renormalization of the disorder strength g0 and of the
backbone length L. At one loop, the renormalization-group
� function for the disorder strength g gives a RNA freezing
transition at g � g� > 0 for � > 0, in particular, for the
physical case � � 1, n � 0 [6].

Our goal is to construct a field theory which reproduces
(2). For this we note that ‘��0 is the return probability at
proper time ‘ for a free random walk (RW) in Rd with d �
2�0. Thus we introduce n independent RW’s, r�, � �
1; . . . ; n (r��s� � fr

�
� �s�;� � 1; . . . ; dg). To keep only pla-

nar pairings we use n� N pairs of auxiliary fields 	�a �s�
and ~	�a �s� (a � 1; . . . ; N), and study the limit N ! 1, as in
[9]. The free model is given by the action ( _ :� @=@s)

 S 0 �
Xn
��1

Z L

0
ds

1

4
	 _r��s�
2 �

Xn
��1

XN
a�1

Z L

0
ds~	�a �s� _	�a �s�:

(6)

The propagators for r and 	, ~	 are
 

1
2h	r

�
� �s� � r
��t�


2i0 � �����
js� tj

h~	�a �s�	
�
b �t�i0 � ����ab��t� s�;

h		i � h~	 ~	i � 0;

(7)

where ��s� � 1 if s > 0, and 0 otherwise.
The key point is that in the large-N limit, the observables

for a strand of length L in the LW model correspond to the
partition function for a closed RW in our model, with
specific boundary conditions (the end points are fixed
and there is a creation operator ~	 at the origin and an
annihilation operator 	 at the end). The contact operator
� changes to

 ���s; t� �
1

N

X
a;b

	�a �s�~	�b �s��
d	r��s� � r��t�
	�b �t�~	

�
a �t�:

The pair-contact operator ����s; t� is still given by (4), and
the interaction by (3). The auxiliary fields 	 and ~	 allow to

select planar diagrams by taking N ! 1. For the analysis
of the UV-divergences, they are mere spectators. Their
importance is that they allow one to write an action, and
thus to apply established tools to prove renormalizability,
and to obtain exponents at higher orders. For the sake of
simplicity, we shall not write the 	’s explicitly. We also
note that a 1

N expansion is feasible, similar in spirit to [9] for
the homopolymer problem.

The model defined by (6) belongs to a class of theories
with multilocal interactions, including the Edwards model
of polymers and self-avoiding manifolds [7,8]. Its short-
distance singularities can be studied by the same multilocal
operator product expansion (MOPE). Indeed, the operator
� is a product of bilocal operators �	r��s� � r��t�
 and of
auxiliary fields 	~	. These auxiliary fields have a very
simple propagator and a trivial short-distance expansion,
which is a product of � functions, multiplying the MOPE of
the �’s. Let us give as examples the configurations which
encode the UV singularities relevant at one loop. The
short-distance behavior of a single � is given by
 

����u; v� ’
v!u
ju� vj�d1

� ju� vj1�d	 _r��u�2 � _r��u�2
 � � � � (8)

and is depicted graphically as

 

Similarly, two �’s can coalesce into a single � in three
ways. First, as already observed in [6]
 

����u; v�����u0; v0� ’
u0!u;v0!v

C�u0; u;v0; v�

�����u; v� � � � � (9)

that we depict as

 

with C�u0; u;v0; v� � �ju0 � uj � jv0 � vj��d the corre-
sponding MOPE coefficient. Second, as

 ����u; u
0�����v; v

0� ’
u!v;u0!v

D�u; u0; v�����v; v
0� � � � �

(10)

withD�u; u0; v� � ju0 � uj�d if u < u0 < v or v < u < u0,
and � 0 otherwise, that we depict as

 

Third, as

 ��	�u; u
0�����v; v

0� ’
u!v;u0!v

E�u; u0; v�����v; v
0� � � � �

(11)

with E�u; u0; v� � D�u; u0; v�, that we depict as
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The perturbative expansion involves expectation values of
integrals of products of � operators. The short-distance
contribution u! u0 for a single ��u; u0� in these integrals
is given by (8) and produces an UV divergence. The first
term in (8) gives a UV pole at d � 1 proportional to the
insertion of the unit operator 1, while the second one gives
a pole at d � 2 proportional to the operator _r2. Similarly,
considering integrals involving two � operators, the inte-
grals over u and u0 (v and v0 fixed) in (9)–(11) give UV
poles at d � 2, proportional to �. In both cases, the sub-
dominant terms in the MOPE involve higher-dimensional
multilocal operators, but do not give any UV pole at d � 2.
Note that although the left-hand side of (11) involves three
replicas, the dominant term on the right-hand side involves
only the 2-replica operator �. (10) would not contribute
for polymers or manifolds, since there is a third nonplanar
diagram, and the sum of all cancel.

This analysis of the UV divergences through the MOPE
at first order gives the same results as in LW. It shows that
our model is renormalizable to one loop at d � 2, as
expected from the existence of an action, and dimensional
analysis. Our formulation and the MOPE allow to extend
this analysis to all orders of perturbation theory [10]. The
dimension d � 2�0 of imbedding space is a dimensional
regularization parameter, and short-distance UV divergen-
ces appear always as poles in � � d� 2 � 2�0 � 2. We
have shown that the theory is UV finite for � < 0 (apart
from a trivial ‘‘vacuum energy divergence’’ proportional to
the unity operator 1). For � � 0 the only UV divergences
are proportional to the local operator _r2

� and to the bilocal
operator ��� (� � �). The MOPE also generates multi-
local operators involving more than two replicas, for in-
stance the three-replica operator ���	 � �����	.
However these operators are not associated to UV diver-
gences, and correspond to irrelevant couplings. The crucial
point in this analysis is that, since the interaction in the
model involves two different replicas � � �, no UV di-
vergence appears which is proportional to the single-
replica operator ���u; v�, although � is a ‘‘dangerously’’
marginal operator (it is marginal at � � 0 and relevant as
soon as � > 0, like �).

The renormalized UV finite theory is defined through the
renormalized action SR

 S R �
X
�

Z L

0
ds

Z

4
_r2
�

� gR�
��Zg

X
�<�

ZZ
0�u<v�L

����u; v� (12)

Z and Zg are the wave-function and coupling-constant
counterterms, and are series in gR whose coefficients con-
tain the poles in 1=�. � is the renormalization mass scale.
The renormalized field r and coupling gR are related to the

bare ones rB and gB by rB � Z1=2r and gB � gRZgZd���

(this differs from the LW scheme where s is renormalized
instead of r and where g0B � gRZgZ2���). The
renormalization-group � function for the coupling, �g,
and the scaling dimension �r for the field r are

 �g � ��
dgR
d�

��������gB

; �r �
1

2

�
1� �g

d logZ

dg

�
: (13)

Since we proved renormalizability, and identified all pos-
sible counterterms, we can simplify calculations by using
open RWs instead of closed ones, eliminating the � func-
tion for the closure. Although not all correlation functions
are directly interpretable in terms of RNA strands, they are
renormalized by the same counterterms, except for one
additional boundary term Z1 for each end of the RW,
Sopen
R � Sclosed

R � 2Z1. The (Fourier transformed) partition
function Z�1� for a single free open RW then is

 

The first-order correction to (14) in the disorder strength is
given by the following diagram

 

Equation (15) is UV divergent when u! v (bulk) and u,
v! 0 or u, v! L (boundary). The corresponding UV
pole in � � 0 has residue �1� 2L ~q2� exp��n ~q2L�. This
partition function for a single open RW is renormalized as

 Z�1�R � ~q; gR� � Z�1�B �Z
�1=2 ~q; gB�e�2Z1 : (16)

This implies that in the MS scheme the counterterms are at
first-order Z � 1� gR�n� 1�=�, Z1 � gR�n� 1�=4�.

To compute Zg it is simpler to consider the (connected)
partition function Z�2� for two distinct interacting open
RWs. At first order in g0 it is given by

 

At order g2
0 there are four UV divergent diagrams, with

MOPE given in (9)–(11),

 

and the corresponding function is renormalized as

 Z�2�R �gR� � Z�dZ�2�B �gB�e
�4Z1 : (18)

Care was taken to account for the (missing) zero-mode due
to the � distribution between the two replicas, resulting in
the factor of Z�d. To subtract the UV pole at � � 0 the
counterterm is Zg � 1� gR�7� 4n�=�.
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This scheme can be continued to 2-loop order [10]. To
simplify the results we subtract minimally Z and ZgZ

d.
Also ��gR�, the dimension of �, can be calculated by
considering a 2-RW partition function Z� with one �
connecting the 2 RW’s. We obtain at two loops:
 

�g�gR� � ��gR � �5� 2n�g2
R � �3� 2n��5� 2n�g3

R

�r�gR� �
1

2
�
n� 1

2
gR �

�n� 1��4� 3n�
2

g2
R

��gR� � 1�
�
2
� �n� 1�gR �

�n� 1��3� 4n�
2

g2
R:

(19)

At one loop our results agree with those of LW [6], upon
identifying � � �LW, and �r � 1=�2	LW�. In the physical
case of random RNA (n � 0), our 2-loop results confirm
the existence of a UV fixed point (FP) (in our scheme at
g� � 1

5 ��
3

25 �
2), describing the freezing transition. The

anomalous dimensions of � and � at this FP are

 �� � � �g
�� � 2� �0g�g

�� � 2� ��
3

5
�2 (20)

 �� � ���g�� � 1�
3

10
��

3

50
�2: (21)

On Fig. 1 we plot �� (black) and �� (gray) from � � 0 to
� � 1 (physical case). The full curves are our two-loop
results, the dashed ones the one-loop estimates of [6]. The
two-loop corrections do not change much the estimate for
��, but do change it quantitatively for ��. Since ���s; t� �
1, h���i�s; t� � h���s; t�i and thus � � �. This bound is
violated by our results for � > �c ’ 0:59. It is conjectured
by LW that in this regime the two replicas are locked
together, the exponent � in the glass phase equals the
one at the transition, and that � � �. Finding a small �2

correction to �� is important, since it validates the esti-
mates of [6] for the exponents of random RNA. We find

 �glass � ��j��1 ’ 1:36; glass � 2��� ’ 0:64: (22)

Numerical results obtained by Krzakala et al. [5] in agree-
ment with Bundschuh et al. [3,11] give

 �glass ’ 1:34 0:003; glass ’ 0:67 0:02: (23)

The roughness exponent  is the dimension of the
‘‘height,’’ i.e., the number of bonds to cross in order to
get from 0 to r, h�r� :�

P
s<r

P
t>r ��s; t� � r , with  �

2� � [6]. The intrinsic fractal dimension of the branched
‘‘RNA-tree’’ is df � 1= . While in the molten phase df �
2, at the transition and in the glass phase df � 1:5. Steric
effects are thus less important.

In [6] it was conjectured that the dimensions of � and r
are related. To show an exact relation between �r and �,
we remark that the partition function Z� for one � con-
necting two strands is equivalent to that of two single
strands, upon marking a single point on each strand, i.e.,

 Z� �
1

n2

�
�

@

@q2 Z
�1��q�jq�0

�
2
: (24)

At g�, together with  � � � 2 [6], this gives

 � � 2� �� � �2� ����r : (25)

To conclude, our results for the RNA freezing transition are
as follows: Through a new field-theoretical formulation,
we prove that the LW model [6] is renormalizable to all
orders in perturbation theory, and the � expansion well
defined. We simplify the calculations by considering open
RWs instead of closed ones. We perform the first 2-loop
calculation for the critical exponents � and �, and show
that it does not much correct the LW estimate for �. Finally,
we derive a new scaling relation between the height field h,
and r. We also calculated the extension-force curve for the
denaturation of random RNA under tension [12].

K. W. thanks M. Lässig for the stimulating collaboration
which raised many of the above questions. This work is
supported by the European Community (No. MRTN-CT-
2004-005616) and ANR (No. 05- BLAN-0099-01).

[1] P.-G. de Gennes, Biopolymers 6, 715 (1968).
[2] I.Tinoco and C.Bustamante, J. Mol. Biol. 293, 271 (1999).
[3] R. Bundschuh and T. Hwa, Phys. Rev. Lett. 83, 1479

(1999); Europhys. Lett. 59, 903 (2002); Phys. Rev. E 65,
031903 (2002).

[4] For sequence disorder with b � 4 different bases, the pair
energy variables ��s; t� are correlated. However, treating
them as independent random variables is numerically an
excellent approximation [3,5].
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FIG. 1. Results for �� (black) and �� (gray) at 1- (dashed) and
2-loop (solid) order.
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